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Abstract We process information from the world through

multiple senses, and the brain must decide what information

belongs together and what information should be segre-

gated. One challenge in studying such multisensory inte-

gration is how to quantify the multisensory interactions, a

challenge that is amplified by the host of methods that are

now used to measure neural, behavioral, and perceptual

responses. Many of the measures that have been developed

to quantify multisensory integration (and which have been

derived from single unit analyses), have been applied to

these different measures without much consideration for the

nature of the process being studied. Here, we provide a

review focused on the means with which experimenters

quantify multisensory processes and integration across a

range of commonly used experimental methodologies. We

emphasize the most commonly employed measures,

including single- and multiunit responses, local field

potentials, functional magnetic resonance imaging, and

electroencephalography, along with behavioral measures of

detection, accuracy, and response times. In each section, we

will discuss the different metrics commonly used to quantify

multisensory interactions, including the rationale for their
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use, their advantages, and the drawbacks and caveats asso-

ciated with them. Also discussed are possible alternatives to

the most commonly used metrics.

Keywords Audiovisual � fMRI � EEG � Response time �
Accuracy � Sensory processing

Historically, scientific research investigating the means

with which humans transduce sensory information and

subsequently filter, manipulate, and process that infor-

mation has been structured to look at each sensory

modality in isolation. While this singular focus has yiel-

ded an extraordinary amount of information about how

our individual sensory systems function, in the natural

environment it is rare to perceive an external event

through only one sensory modality. Instead, information

from the world converges on us via multiple sensory

systems. As such, the brain must decide what information

belongs together and what information should be segre-

gated. Integrating information across the senses improves

a wide range of behavioral outcomes, including detection

(Lovelace et al. 2003; Stein and Wallace 1996), locali-

zation (Nelson et al. 1998; Wilkinson et al. 1996), and

speed of response (Hershenson 1962; Diederich and

Colonius 2004).

In the last few decades, our views concerning sensory

processing have been revolutionized to now consider this

from the perspective of a highly interactive, multisensory

network of closely interrelated functional brain regions and

mechanisms. Associated with the emergence of this field of

inquiry have come a series of challenges, most notably the

need to deliver stimuli that are carefully controlled in

dimensions that are particularly relevant to multisensory

integration (e.g., timing, spatial location, and effective-

ness). An additional challenge to the field, and the one that

will serve as the focus of this review, is how to quantify the

multisensory interactions that occur upon the presentation

of cues from multiple sensory modalities. This challenge is

amplified by the host of methods that are now used to

measure neural, behavioral, and perceptual responses.

These range from those that index synaptic processes such

as the local field potential (LFP) to those that measure the

activity of large neuronal ensembles, such as the blood

oxygenation level dependent (BOLD) signal that underpins

most functional magnetic resonance imaging (fMRI)

studies, to indices of behavioral and perceptual responses

such as accuracy and response times (RTs). Perhaps most

importantly, many of the measures that have been devel-

oped to quantify multisensory integration (and which have

been derived from single unit analyses), have been applied

to these different measures without much consideration for

the nature of the process being studied. For example,

measurements from large neuronal populations (such as

what is done with fMRI) must take into account that the

metric reflects activity of a variety of types of neurons with

very different functional properties, a feature that does not

apply with single unit recordings.

Here, we attempt to provide a review focused on the

means by which experimenters quantify multisensory

processes and integration across a range of commonly

used experimental methodologies. The emphasis will be

on the most commonly employed measures, including

single- and multiunit responses, LFP, fMRI, electroen-

cephalography (EEG), along with behavioral measures of

detection, accuracy, and RTs. In each of these sections,

we will discuss the different metrics commonly used to

quantify multisensory interactions, including the rationale

for their use, their advantages, and the drawbacks and

caveats associated with them. Also discussed will be

possible alternatives to the most commonly used metrics.

Table 1 presents a collection of the most common of

these metrics, their uses, and their issues. For simplicity

and illustrative purposes, we will focus our discussion on

combinations of visual and auditory stimuli, but it should

be noted that these measures and their associated advan-

tages and disadvantages apply to the characterization and

quantification of responses across any combination of

sensory modalities.

Multisensory Integration in Single Cells

The earliest neuronal studies of multisensory integration in

mammals focused on a midbrain structure, the superior

colliculus (SC; Meredith and Stein 1983). The SC’s well-

established spatiotopic organization and responsiveness to

auditory, visual, and somatosensory modalities, along with

its high incidence of multisensory neurons, provided a

functional framework to describe the basic response

properties, integrative features, and mechanisms by which

multisensory neurons integrate stimuli across sensory

modalities (Meredith and Stein 1983, 1985, 1986a; Mere-

dith et al. 1987). Rather than being specific to the SC, the

characteristics of these multisensory neurons and their

integrative features appear to generalize to the majority of

the species and brain structures that have been examined to

date (Stein and Wallace 1996; Wallace et al. 1992).

In these foundational studies of multisensory processing,

multisensory integration has been defined according to the

number of action potentials produced in response to a given

stimulus. Spike counts that significantly differ between

combined modality (e.g., visual-auditory) presentations

and the most effective unisensory presentations have been

used as the criterion to identify if the neuron is integrating
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information across the two senses. Thus, the most effective

unisensory response serves as the reference, and the metric

assesses the gain attributable to having information from a

second sensory modality available. In this manner, multi-

sensory interactions have been quantified using the Inter-

active Index (ii) (Meredith and Stein 1983, 1986b).

ii ¼ AV �maxðA; VÞ
maxðA; VÞ � 100; ð1Þ

where the variables AV, V, and A represent spike count

measures (e.g., mean spikes/trial, mean firing rate, etc.) for

each stimulus condition after spontaneous activity has been

removed (Fig. 1). While any significant non-zero value is

indicative of a multisensory interaction, this measure can

also be used to characterize the magnitude of integration or

gain. A significant increase in firing rate compared to the

most effective unisensory stimulus results in a positive ii

and indicates response enhancement, whereas a significant

decrease in firing rate results in a negative ii, and is

indicative of response depression (Meredith and Stein

1983; Meredith et al. 1987; Meredith and Stein 1986b;

Wallace et al. 1996, 1998; Jiang et al. 2002; Burnett et al.

2004). It must be emphasized that the interactive index is a

proportionate measure that is scaled relative to the mag-

nitude of the strongest unisensory response.

While a difference from the most effective unisensory

response has been the traditional means used to identify

and quantify a multisensory interaction, the ii is not the

only way to characterize these interactions. Single unit

spiking data can also be used to compare multisensory to

unisensory responses using an additive model (i.e., the

linear summation of both unisensory responses; Fig. 1).

This differs from the ii in using the sum of each of the

unisensory responses as the reference, and is referred to as

the mean statistical contrast (msc):

msc ¼
Pn

i¼1 AVi � ðAi þ ViÞ½ �
n

ð2Þ

where n is the total number or stimulus presentations in

each modality. This model assumes independence between

inputs from each sensory modality and distinguishes

between subadditive (msc \ 0), additive (msc = 0), and

superadditive (msc [ 0) response modes (Perrault et al.

2003, 2005; Stanford et al. 2005). This characterization

confers the advantage of incorporating both component

unisensory responses in evaluating integration effects, thus

basing multisensory gain (or loss) on the complete set of

inputs. It should be noted here that the ii sets a threshold

that defines the existence of multisensory interaction, and

can be used to describe such an interaction, and provides an

important view into the gain of information achieved by

having information available from a second sensory

modality. In contrast, the msc provides a more informative

view into the computation performed by the neuron under

study. Thus, neurons exhibiting statistically significant

positive ii values indicate response enhancement which can

manifest as superadditive, additive or subadditive in nature.

However, when the neurons exhibit statistically significant

negative ii values, it is indicative of response depression

which is always subadditive.

The nature of the multisensory interactions demonstra-

ble in single neurons, as defined using either ii or msc, are

not fixed values, but rather are dependent upon a wide

array of factors. Changes in these metrics can, in addition

to identifying and quantifying integration, be applied to

measure the manner in which sensory integration varies

with changes in any given factor. Such applications have

shown that receptive field characteristics of multisensory

neurons strongly influence the nature and magnitude of

their multisensory integration (Meredith and Stein 1986b,

a; Meredith et al. 1987). The most important and best

Fig. 1 Indexing multisensory integration in single neurons. Single

neurons that respond to both auditory and visual stimuli can be

characterized by two different quantifications, the interactive index or

mean statistical contrast
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characterized of these appear to be the spatiotemporal

structure of neuronal receptive fields, the spatial and tem-

poral relationship between the presented multisensory

stimuli, and the effectiveness of the responses within the

large and heterogeneous receptive fields. More specifically,

if a multisensory (e.g., visual-auditory) stimulus combi-

nation is presented such that the visual stimulus is within

its visual receptive field and the auditory stimulus is within

its auditory receptive field, it will most likely produce

response enhancement, even when the stimuli are not found

at the exact same spatial location. However, if the visual

stimulus is within its receptive field while the auditory

stimulus is outside its receptive field, the likely result is a

response depression. Similarly, the temporal processing of

multisensory information was revealed in a study that

parametrically manipulated the temporal relationship

between paired multisensory stimuli and examined the

consequent impact on the firing profiles of multisensory

neurons. In these experiments, it was found that the largest

response gains were seen upon multisensory combinations

when the peak discharge periods of the individual sensory

responses overlapped. As the stimulus onset asynchronies

(SOAs) were shifted to larger asynchronies and the peak

discharge periods became less overlapping, the magnitude

of the enhancement was generally found to decline. In fact,

if the temporal disparity between the stimuli was suffi-

ciently large, response enhancement could transition to

response depression. (Meredith et al. 1987; Meredith and

Stein 1986a). That both spatial and temporal factors play a

deterministic role in multisensory integration is not sur-

prising, given that multisensory stimuli related to the same

object or event in a real world setting will be spatially and

temporally proximate. Hence, the spatiotemporal statistics

of a multisensory stimulus complex and the relationship of

these stimuli to the receptive field organization of multi-

sensory neurons play key roles in their integration or

‘‘binding.’’ The third major factor affecting multisensory

integration is the efficacy of the component stimuli within

the neuronal receptive fields. In this context, the weaker the

component unisensory stimuli in eliciting a response, the

larger the response to multisensory presentations relative to

the response to unisensory presentations, reflecting a larger

magnitude of multisensory integration (Meredith and Stein

1986b). Conversely, as the effectiveness of the individual

stimuli increased, the amount of multisensory integration

decreased. Hence, minimally effective visual and auditory

stimulus combinations produced the largest response

enhancements, whereas strongly effective stimulus com-

binations produced weaker (or even non-existent)

enhancements. Collectively, this third principle has been

referred to as inverse effectiveness. Though these factors

affecting the nature and magnitude of multisensory inte-

gration were initially described in multisensory neurons of

the cat SC, later studies have found similar results in

multisensory neurons in a variety of brain structures and

species (Kayser et al. 2005, 2007; Bizley and King 2008;

Lakatos et al. 2007; Ghazanfar et al. 2005).

The consequences of these factors on the integrated

product should play an important role in the design of

multisensory experiments. For example, when designing an

experimental paradigm aimed at studying multisensory

enhancement, experimenters can maximize the chances of

achieving such enhancement by using stimuli that are

spatially proximate, temporally synchronous, and weakly

effective. Conversely, if the aim is to study multisensory

depression, stimulus pairs that are spatially disparate,

temporally asynchronous, and highly effective should be

used.

Other alternative measures to ii and msc are available to

characterize and quantify multisensory interactions in the

spiking domain. For example, one can measure response

duration, response latency, and peak discharge frequency

(or peak firing rate, measured from the time bin in which

the greatest number of spikes occurred as the average

number of spikes per trial within that time bin; Meredith

et al. 1987; Royal et al. 2009). Many of these measures are

extremely valuable in providing important insights into

temporal response dynamics, and may reveal encoding

strategies beyond simple spike rate changes for multisen-

sory stimuli.

Finally, it should be noted that the majority of single-

unit studies focus on characterizing the responses of overt

multisensory neurons (i.e., neurons that respond to both

auditory and visual stimuli presented in isolation). More

recent studies have begun to analyze modulatory multi-

sensory neurons, or neurons that only respond to stimulus

presentations in a single modality, but that exhibit response

changes with the added presence of a second stimulus

modality (Allman et al. 2008, 2009; Allman and Meredith

2007; Carriere et al. 2007; Kayser et al. 2008; Lakatos et al.

2007). While these neurons qualitatively differ from overt

multisensory neurons, the operational principles outlined

above appear to be very similar.

Multisensory Integration in Neural Populations

Local Field Potentials, Current Source Density

and Cross-Correlational Analyses

Though activity at the level of the single neuron has been

one of the most commonly implemented approaches to the

study of sensory and multisensory processing, spiking

activity of single neurons fails to capture subthreshold

processing at the synaptic level. This has led to an upsurge

in the study of LFPs, which provide a measure of synaptic
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processing and local input architecture to a specific brain

region. The LFP provides a measure of pooled voltage

changes surrounding the electrode tip (Mitzdorf 1987;

Buzsaki and Draguhn 2004; Kajikawa and Schroeder

2011), relates well to the BOLD signal recorded in fMRI

(Logothetis et al. 2001; Goense and Logothetis 2008), and

has gained popularity as a candidate signal for neural

prostheses because it is easier to collect than spikes and is

more tolerant to small changes in electrode position

(Andersen et al. 2004a; Pesaran et al. 2006).The LFP signal

has two major components: a high frequency component

(0.5–3 kHz) believed to largely reflect local spiking

activity within a spatial scale of 150–300 lm (Logothetis

2008; Gray et al. 1995; Henze et al. 2000), and a low

frequency component (\200 Hz) believed to be derived

largely from postsynaptic potential changes surrounding

the electrode tip (Logothetis 2008, 2003; Berens et al.

2008a). The LFP signal can be further decomposed into its

component frequency bands similar to EEG waves known

as delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta

(12–30 Hz), and gamma ([30 Hz). The power within these

different frequency bands has been related to different

aspects of sensory processing including stimulus selectivity

(Berens et al. 2008a, b), attentional allocation (Fries et al.

2001; Taylor et al. 2005), and object category selectivity

(Kreiman et al. 2006).

Because of its ability to provide complementary infor-

mation to that seen via neuronal spiking, the LFP is

becoming an increasingly important tool for the study of

multisensory processes. This has stemmed from recent

observations of sub-threshold influences of stimuli from the

non-driving or non-dominant modality on sensory pro-

cessing in brain areas traditionally considered sensory

specific—including auditory and visual cortices (Allman

et al. 2008; Lakatos et al. 2007). Kayser and colleagues

reported visual modulation of activity in auditory cortex of

rhesus monkeys, as demonstrated by changes in amplitude

(enhancement and suppression) under cross modal condi-

tions (Kayser et al. 2008). Multisensory integration of faces

and voices using LFP and single unit activity in the primate

auditory cortex has been demonstrated as well (Ghazanfar

et al. 2005). Study of LFP signals in conjunction with

information theoretic approaches have demonstrated that,

in visual cortex, the timing of spikes relative to the phase of

LFP oscillations in the delta band carries information about

the contents of naturalistic images (Montemurro et al.

2008). Similarly in auditory cortex, the timing of spikes

with respect to LFP phase in the theta frequency range

carries information about the type of sound presented to

awake and passively listening monkeys (Kayser et al.

2009).These studies provide evidence that the information

encoded by the ‘‘phase of firing’’ (revealed by LFP signals)

is complementary to spike rate code, thus enhancing the

sensory acuity of spike code through global network acti-

vation (Kayser et al. 2009, 2008; King and Walker 2012;

Ghazanfar et al. 2005; Montemurro et al. 2008).

Though LFPs can convey additional information rele-

vant for subthreshold processing, the inherent nature of

LFP signals raises significant concerns about the extent of

spatial spread due to volume conduction. The extent of this

spatial spread is still controversial and affected by

numerous factors but the upper range has been estimated to

be 500–800 lm (Liu and Newsome 2006; Xing et al. 2009;

Katzner et al. 2009; Berens et al. 2013). Thus, this com-

plicates the spatial interpretation of LFP recordings since it

can comprise of local as well as distant electrophysiolog-

ical events. This caveat can be easily resolved especially in

cortical recordings by using multicontact electrodes that

span the entire cortical thickness and can be used to pro-

vide a laminar analysis of LFP signals. The spatial deriv-

ative of this LFP signal can be used to reduce the spatial

spread considerably such that only local events are

indexed. The second order spatial derivative of the LFP

signal is termed the current source density (CSD) (Mitzdorf

1985; Pettersen et al. 2008). This provides a measure of

localized current flow across the cell membrane, which is

measured as sources and sinks and helps to index sub-

threshold synaptic processing in a layer specific manner in

various cortical areas and also has much less spatial spread

than LFP signals (Kajikawa and Schroeder 2011; Lakatos

et al. 2007; Einevoll et al. 2013).

One example of the application and power of CSD

analyses is to the auditory cortex of non-human primates.

In this study, Schroeder and colleagues showed that

somatosensory stimulation could modulate ongoing oscil-

lations in primary auditory cortex by resetting their phase

(Lakatos et al. 2007) (Fig. 2). Such phase resetting could

represent a powerful mechanism by which somatosensory

inputs could prime the auditory system to amplify the

incoming auditory signal. Indeed, the concept of phase

resetting is likely not unique to somatosensory-auditory

interactions. Much interest of late is focused on the concept

that visual inputs may also have the capacity to cause phase

resets in auditory cortex, a possible mechanistic basis for

the gains in speech intelligibility seen when the mouth of a

speaker is viewed (Zion Golumbic et al. 2012, 2013b,

2013a).

In addition to the use of LFP and CSD analyses to

evaluate multisensory-mediated activity changes at the

population level, other population-based measures have

focused on coincident spiking activity and the role that it

may play in neural coding. One of the most common tools

for measuring such correlations is the cross-correlelogram

(CCG), which correlates activity between neuronal pairs

and depicts changes in the probability of a target neuron’s

discharge relative to the discharge timing of a reference
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neuron. When a pair of neurons fire synchronously, it

appears as peaks or valleys in the CCG and indicate

excitatory or inhibitory interactions, respectively (Perkel

et al. 1967; Vroomen and Baart 2009). More recently,

correlated activity has been studied through the use of the

joint peristimulus time histogram, due to its enhanced

temporal resolution and facilitated observation of spike

coincidence over time after a stimulus or behavioral event

(relative to the CCG; Gerstein et al. 1989). Though spike

synchrony has been most widely studied in the visual

system (Singer 1993; Usrey and Reid 1999; Jermakowicz

and Casagrande 2007; Brecht et al. 1999), it has also been

used within the auditory (Ahissar et al. 1992) and

somatosensory systems (Merzenich et al. 1987; Jenkins

et al. 1990). Somewhat surprisingly, it has yet to be applied

to multisensory systems, where it will likely reveal how

coordinated activity across multisensory neurons (and

between multisensory and unisensory neurons) contributes

to the encoding of a multisensory stimulus complex.

The advantages of these population-based measures,

when contrasted with spiking data, are that they provide

greater insight into how larger neural ensembles may

encode multisensory objects and events, and reveal facets

of the distributed code that is not readily evident from

single (or multi) units. However, the disadvantages of these

methods are closely tied to these advantages, in that pop-

ulation-based measures have a host of interpretational

caveats associated with them due to the heterogeneous

Fig. 2 Current source density. Color plots depicting laminar profile

of CSD responses from Lakatos et al., 2007, under auditory (upper)

and bimodal (lower) conditions at different auditory stimulus

intensities are shown in Panel A. The overlaid traces show MUA in

the selected supragranular (S), granular (G) and infragranular

(I) channels. Panel B shows single trial CSD and MUA amplitudes

on selected S, G and I channels averaged across the time interval of

15–60 ms. Standard errors represented as error bars and asterisks

denote bimodal response amplitudes that are significantly higher than

the sum of unimodal responses (one sample t tests, p \ 0.01). Panel C

shows the percentage of experiments (n = 20) at each auditory

intensity where single trial CSD and MUA bimodal responses were

significantly larger than sum of unimodal responses in each layer
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nature of the elements contributing to these signals. Rather

than describe these limitations here, they are equally ger-

mane for other methods that have been used to assess

multisensory function in human subjects, which are dis-

cussed in the following sections.

Electroencephalography (EEG)

The methods to study multisensory integration in neural

populations discussed above are invasive in nature and thus

are almost invariably performed in animal models (but see

the ECoG discussion below). In humans, the need for non-

invasive methods has driven the application of event-rela-

ted potentials (ERP) as measured by EEG to the study of

multisensory questions (Lakatos et al. 2008; Buzsaki and

Draguhn 2004; Fries 2005; Lakatos et al. 2005; Magri et al.

2012; Logothetis et al. 2001; Viswanathan and Freeman

2007; Rauch et al. 2008). While EEG measures neural

activity as a series of voltage signals derived from an array

of scalp electrodes, the spatial resolution of these tech-

niques is quite coarse, creating a number of issues that

must be considered when interpreting data gathered via

these methods. Perhaps most importantly, the measured

EEG signal at the scalp reflects the concatenated activity of

a host of different neural generators, the localization of

which is exceedingly difficult. State-of-the-art EEG source

modeling approaches were developed to solve what has

been referred to as the ‘‘inverse problem’’, but still have a

spatial resolution on the order of 6 9 6 9 6 mm (de Per-

alta Menendez et al. 2001, 2004). As a result of this spatial

limitation, millions of neurons reside within this large

volume of tissue, and these populations of neurons are

extremely heterogeneous (Fig. 3b, c). As such, the criterion

for assessing multisensory integration using EEG/ERP

approaches must differ from that used to evaluate single

neurons.

Fig. 3 Multisensory enhancement in BOLD fMRI. BOLD responses

are the product of a population of neurons which may include only

unisensory neurons (b; areal convergence) or may include

multisensory neurons (c; neuronal convergence). These heterogeneous

populations must be taken into account when considering how to

index multisensory integration in the BOLD signal (a)
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In discussing single-unit recordings, we described how

referencing the maximum unisensory response has been

well-established and validated as a criterion for identifying

multisensory integration. However, in population measures

such as EEG/ERP, exceeding the maximum unisensory

response may be achieved by recordings from a population

including unisensory neurons responding to two (or more)

different sensory modalities (areal convergence), and does

not necessarily imply multisensory integration (neuronal

convergence; Fig 3) (Beauchamp et al. 2004a; Laurienti

et al. 2005; Stevenson et al. 2009; Besle et al. 2009; James

and Stevenson 2012).

In order to account for the possibility of areal conver-

gence, one must consider how to quantify the appropriate

null hypothesis. ERP recordings directly measure the

electrical fields generated by neuronal activity, and elec-

trical fields sum linearly. Because of this, if there are two

populations of synchronously firing unisensory neurons,

the predicted ERP response would be the linear sum of the

responses recorded with the presentation of the two

respective unisensory stimulus components (Besle et al.

2004; Giard and Besle 2010; Besle et al. 2009). The

electrical activities that originate from the brain region of

interest travel equally in all directions and thus impact the

electrical recording at each node across the entire scalp. As

such, this ability to account for independently firing pools

of unisensory neurons (i.e., those that are not integrating)

cannot be indexed through the application of the maximum

criterion (Eq. 1). Due to this constraint, multisensory

research using ERPs have generally used the additive cri-

terion (Berman 1961; Barth et al. 1995; Besle et al. 2004):

ERPAV 6¼ ERPA þ ERPV : ð3Þ

The use of this criterion has been challenged in a

number of forums (for an in-depth discussion, see Besle

et al. 2004; Giard and Besle 2010; Gondan and Röder

2006; Teder-Salejarvi et al. 2002). The most pressing of

issues associated with this metric is referred to as common

activation (CA). That is, neural activity not directly related

to sensory processing, such as motor activity, is also

summed across unisensory conditions, while it is only

represented once in the multisensory response (Besle et al.

2004; Giard and Besle 2010). Due to CA, the typical

multisensory responses as seen using EEG are subadditive

(Puce et al. 2007; Vroomen and Stekelenburg 2010; Ste-

kelenburg and Vroomen 2007). Given this concern, a

number of methods have attempted to account for CA in

EEG. The first assumes that processes that are not strictly

related to sensory processing usually occur later than

200 ms after stimulus onset. Hence, one strategy is to

simply exclude the components of the ERP later than this

point in time (Hillyard et al. 1998). While this lowers the

chance of CA as a confound, it also precludes the ability to

find any multisensory interaction after this time. A second

strategy to deal with CA is the inclusion of null trials in

which participant’s perform the same task as they would

with the auditory, visual, and AV trials, but in the absence

of sensory information (Talsma and Woldorff 2005). Null

trials, which in theory elicit the same CA seen in the other

conditions, are then subtracted from each condition, elim-

inating their effect. Although task-related CAs may differ

in the presence of a stimulus, this method can reduce the

impact of CA. Thus, while the additive criteria is often

used to measure multisensory integration in EEG, one must

be cautious of using subadditivity as a marker for active

sensory integration when there are issues that relate to

common activity.

Finally, one can use the additive factors method, adapted

from studies of RTs (Sternberg 1969a, b, 1998). The

additive factors approach consists of parametrically mod-

ulating some component of the auditory, visual, and AV

stimuli and measuring a change in the relative responses to

unisensory and multisensory presentations across levels of

that modulation. For example, one study varied the signal-

to-noise ratio of auditory and visual speech stimuli,

showing that ERPs previously thought to be exclusively

visual were in fact modulated by auditory stimulation

(Stevenson et al. 2012a). If the change in responses across

these variations in unisensory stimuli is different from the

respective change with multisensory stimuli,

AVH � AVL 6¼ ðAH � ALÞ þ ðVH � VLÞ; ð4Þ

then effectiveness is not having a selective influence (i.e.

changing the effectiveness of the stimulus in one modality

impacts the processing of the second modality), and thus

there is evidence for multisensory interaction. Through the

calculation of these differences, the CA is also subtracted

out. While there may be differences in CA across the added

factor, this method will reliably reduce the impact of CA

(Stevenson et al. 2012b). Therefore, use of the additive

factors method provides a more conservative metric for

identifying active integration across sensory modalities.

For a more in-depth discussion of additive factors and its

application to multisensory behavioral research, see the

section Behavioral measures: response times below.

While multisensory interactions have historically been

characterized using peak-based analyses of the ERP volt-

age waveforms, other analysis tools are being increasingly

used to assess EEG data from a more dynamical network

perspective. A particularly powerful set of analyses is

referred to as electrical neuroimaging (Michel and Murray

2012). This technique is based on reference-independent

measures of the global electric field at the scalp to differ-

entiate between modulations in response strength, topog-

raphy, and latency (Murray et al. 2008; Michel et al. 2004,

2009). These analyses characterize ERPs according to the
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sequence and amplitude of topographical maps that in turn

can disambiguate (a) effects that are the result of changes

in response amplitudes originating from a stable set of

generators from (b) effects that are the result of changes in

the configuration of generators. Electrical neuroimaging

analyses can be directly applied to multisensory integra-

tion, where a change in the neural generators underlying

multisensory processing relative to unisensory processing,

or changes in the timing that those generators are active,

can represent distinct integrative processes (Altieri et al.

2013; Hauthal et al. 2013; Thelen et al. 2012; Murray et al.

2004, 2005). Indeed, this technique has now provided

direct links between neural measures of multisensory

integration and metrics of behavioral performance, such as

RTs (Cappe et al. 2012; Stevenson et al. 2012b; Sperdin

et al. 2010).

In addition to EEG recordings on the scalp, under cer-

tain exceptional circumstances one can make these mea-

surements intracranially in human subjects using a method

referred to as electrocorticography (ECoG). In ECoG

recordings an array of electrodes is generally placed on the

surface of the brain, allowing better spatial resolution when

compared with EEG [down to approximately 1 mm (Asano

et al. 2005)], and offering the additional advantage of being

able to detect much weaker signals, as the current does not

have to travel through the skull. Analysis of ECoG data for

multisensory interactions generally follows the same prin-

ciples as that for scalp recordings, and has been used to

anatomically identify specific regions such as the temporo-

parietal junction as multisensory in nature (Matsuhashi

et al. 2004), as well as to demonstrate that audiovisual

interactions occur as early as secondary sensory cortices

(Besle et al. 2008; Mercier et al. 2013; Gomez-Ramirez

et al. 2011; Pockett et al. 2013).

Functional Magnetic Resonance Imaging

In contrast to EEG, which has excellent temporal resolution

and relatively poor spatial resolution, fMRI has excellent

spatial resolution and relatively poor temporal resolution.

However, even at the upper boundaries of fMRI’s spatial

resolution (e.g., in 7T magnets used in human research),

tens- to hundreds-of-thousands of neurons are contained

within a single voxel. Furthermore, BOLD fMRI’s measure

of neural activity is indirect being derived from blood flow

and oxygenation. Thus, as with EEG, one must always be

aware that the sample is derived from a population of

heterogeneous neurons (and in this case from an indirect

measure of activity in these neurons). In general, the spa-

tial–temporal tradeoff between EEG and fMRI has led to

the use of EEG as a primary tool for studying when an

integrative process occurs, and fMRI for studying where in

the brain multisensory interactions are taking place.

In the case of fMRI, it has been shown that BOLD

activations from a given voxel sum in a roughly linear,

time-invariant fashion, assuming ceiling and floor effects

are avoided (Boynton et al. 1996; Dale and Buckner 1997;

Glover 1999; Heeger and Ress 2002). As such, a conser-

vative null hypothesis would be equal to the sum of the

BOLD responses seen with the unisensory stimulus pre-

sentations (i.e., the additive criterion; Fig. 3a). Although

superadditivity was seen in an early study examining

multisensory cortical processing (Calvert et al. 2001), it has

rarely been seen in subsequent studies (Stevenson et al.

2007; Stevenson and James 2009; Werner and Noppeney

2010; Foxe et al. 2002). The inability of fMRI to reveal

superadditivity on a consistent basis is likely due to several

features. First, even in the most ‘‘multisensory’’ of struc-

tures, multisensory neurons are interdigitated among sub-

stantial populations of unisensory neurons. Second, the

response properties of multisensory neurons are highly

heterogeneous, and include neurons that show response

enhancements to a certain stimulus complex, others that

show response depressions, and still others that show no

interactions (Fig. 1, right) (James and Stevenson 2012;

Laurienti et al. 2005). Given these factors, the likelihood of

even a single voxel showing a superadditive response to a

multisensory stimulus combination is quite low.

With these practical constraints, the majority of fMRI

studies opt to use the maximum criterion (see Eq. 5 below).

Nonetheless, the limitations described above mean that the

maximum criterion is still unable to conservatively dis-

ambiguate areal and neuronal convergence, resulting in a

conceptual dilemma. Since the BOLD response is derived

from a heterogeneous population of neurons, one must use

the additive criterion to eliminate the possibility of mere

areal convergence, yet the heterogeneity makes this prac-

tically unfeasible. To address this limitation, a recent study

examined auditory, visual and audiovisual processing using

both criteria (Beauchamp 2005). This study successfully

identified established multisensory regions using the max-

imum criterion, but failed to do so using the additive cri-

teria. This finding reflects the bulk of the multisensory

fMRI literature, in which a failure to achieve superaddi-

tivity while still exceeding the maximum criterion has been

the typical result (Beauchamp et al. 2004a, b; Stevenson

and James 2009). Nonetheless, studies that have taken

advantage of the principle of inverse effectiveness and

presented very weakly effective stimuli have had more

success (Stevenson et al. 2007; Stevenson and James

2009). Thus, when superadditivity is found, the results

strongly point to active integration across sensory modal-

ities, as this pattern of activation cannot be accounted for

through independent unisensory processing (James et al.

2009, 2012). In comparison, when only the maximum

criteria is surpassed, this provides weaker evidence that an
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active integrative process has occurred, and cannot defi-

nitely rule out concurrent, independent unisensory pro-

cessing that has resulted from simple areal convergence.

While the maximum and additive criteria are the most

used and discussed metrics for quantifying multisensory

integration using fMRI, they are not the only ones. Three

other approaches that have been used are fMR-adaptation

(fMR-A), additive factors, and BOLD dynamics. While the

previously-described criteria are hindered by the problem

of heterogeneity, fMR-A is specifically designed to isolate

a sub-population of neurons (Grill-Spector and Malach

2001). With fMR-A, the participant is repeatedly presented

with the same stimulus, resulting in adaptation/fatigue of

neurons responsive to that stimulus. When used in a mul-

tisensory context, the adapting stimulus is presented in one

modality (e.g. auditory), while the next stimulus presen-

tation is in a different modality (e.g. vision). If the adapted

neurons are multisensory, then the response to the pre-

sentation of the same stimulus in a different modality will

result in a decreased BOLD response relative to a novel

presentation of that stimulus. In this manner, fMR-A has

been successfully used to identify multisensory conver-

gence (Tal and Amedi 2009). Additionally, the additive

factors paradigm and approach has been used successfully

with fMRI to show multisensory integration (Kim and

James 2010; Stevenson et al. 2009, 2010; James and Ste-

venson 2012; Kim et al. 2012). Finally, another means to

address issues related to using measures of BOLD response

amplitude is to evaluate the dynamics of the BOLD

response, namely the slopes and peak latencies of the

hemodynamic signal (Martuzzi et al. 2007). Peak latencies

of responses to multisensory stimuli that occur sooner than

predicted by BOLD responses using unisensory stimuli are

thus indicative of a multisensory interaction.

As should be clear, none of the metrics used to identify

multisensory integration in neural populations is flawless

and without conceptual and/or practical caveats. Nonethe-

less, much has been learned through their application to

questions specific to multisensory function. However,

recognition of the limitations associated with each is vitally

important, and experimental conclusions should be tem-

pered with respect to these limitations. Incorporating new

methods of analysis as well as converging evidence from

these established methods will provide important insights

into multisensory convergence and integration in large-

scale neuronal networks.

Multisensory Integration in Behavior and Perception

Both animal and human studies have served to highlight

the fundamental importance of multisensory interactions

from a behavioral and perceptual perspective. Animal

studies have demonstrated that multisensory stimuli that

increase activity at the neuronal level also enhance an

animal’s orientation abilities, yielding heightened detection

and localization of external events (Stein et al. 1988;

Kinsella et al. 1989; Wilkinson et al. 1996; Jiang et al.

2002; Burnett et al. 2004; Calvert et al. 2004; Stanford and

Stein 2007; Driver and Noesselt 2008; Stein and Stanford

2008; Sarko et al. 2012; Van Wanrooij et al. 2009; Corneil

et al. 2002; Bell et al. 2005; Frens and Van Opstal 1998).

Within human psychophysical studies [and non-human

primate investigations as well (Cappe et al. 2010; Miller

et al. 2001)] there are a number of behavioral measure-

ments used to quantify differences in responses mediated

by multisensory integration, including, but not limited to,

detection, accuracy, and reaction/RTs. As highlighted

above, with each distinct type of measurement, it is

essential to understand the strengths and weaknesses of the

metrics that are employed.

Behavioral Measures: Detection and Accuracy

Two of the simplest and most commonly employed measures

used to identify multisensory interactions in behavior are

stimulus detection and accuracy. In a typical psychophysical

paradigm, a multisensory (e.g., audiovisual) stimulus com-

bination is repeatedly presented, often interleaved with the

presentation of the component unisensory stimuli. The par-

ticipant is asked to detect, localize, identify, or make a

judgment about the stimulus(i) on each trial. A multisensory

interaction is identified when the response to the multisen-

sory stimulus significantly deviates from response predicted

by the unisensory stimulus presentations.

At first glance, one may assume that it would be quite

simple to calculate the predicted multisensory response rate

if the detection/accuracy rate exceeds that seen to both

unisensory stimuli. Thus, if

p̂ðAVÞ[ max½pðAÞ; pðVÞ�; ð5Þ

then one would infer a multisensory interaction (Fig. 4).

However, there is a caveat with this interpretation.

Although a significant increase relative to the maximum

unisensory response rate does indeed illustrate that the

participant is using information from both senses, it does

not necessarily imply that the participant is integrating this

information, as it does not account for response gains

associated with mere statistical facilitation. To account for

statistical facilitation, one should instead use the equation:

p̂ðAVÞ[ pðVÞ þ ½1� pðVÞ� � pðAÞ; ð6Þ

which can be rewritten the following way if independence

is assumed,
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p̂ðAVÞ[ pðAÞ þ pðVÞ � pðAÞ � pðVÞ ð7Þ

In these two equations, the term on the right represents

the response rate that would be expected when both audi-

tory and visual stimuli were presented together and were

processed independently. In short, the predicted response

rate for a paired AV stimulus is the sum of the detection

rates for each of the unisensory presentations, less the

probability that both the unisensory auditory and the uni-

sensory visual stimulus were detected on the same trial

(Fig. 4). Any detection rate that exceeds this predicted rate

implies that information is being integrated.

It is important to note here that the maximum criterion,

despite the limitations elaborated on above, is often useful.

Certain unavoidable factors can preclude the use of a more

conservative metric. Many paradigms can only use correct

trials for additional analyses, making it impractical to induce

large error rates, whereas others have practical constraints

imposed by the special populations being studied (e.g.

children or clinical populations) or by expense (e.g., in fMRI

experiments). As such, it is often necessary to design a

behavioral experiment such that the participants are at or

near ceiling performance, which precludes the ability to

observe multisensory enhancements using more conserva-

tive criteria (Fig. 4a). In these cases, important information

can still be gleaned from using more liberal criteria, par-

ticularly when the effect being studied is well-established.

However, one must be cautious regarding the conclusions

drawn from such results, particularly if the results are not

supported by previous research or converging evidence.

Finally, alternative methods to those described above

may be applied to assess the extent to which multisensory

integration occurs and the associated magnitude of the

effects. To use one example from speech perception, multi-

sensory integration has been assessed using the fuzzy logical

model of perception (FLMP; Massaro 1987, 2004). FLMP

utilizes a formula similar to Luce’s choice rule (Luce 1959)

to describe how auditory and visual cues are combined. In

this model, auditory and visual information is combined in a

weighted fashion based on how reliably the information

within the sensory signal predicts a given stimulus percept

relative to alternative stimuli in the response set. As an

example, in FLMP the probability of correctly identifying

the speech stimulus/ba/, instead of a similar speech token,

given the available auditory and visual information, can be

described using the following rule:

p̂ð=ba=jAi;VjÞ ¼
AiVj

AiVj þ 1� Aið Þð1� VjÞ
: ð8Þ

The values Ai and Vj denote the level of auditory and visual

reliability for a particular stimulus. A crucial feature of

FLMP is that the prediction for AV identification proba-

bilities (and thus the presence of integration) involves a

non-linear function of how the multisensory systems

weight information from each individual modality.

Behavioral Measures: Response Times

Measuring multisensory interactions via reaction or RTs

employs a similar principle to that used with detection and

accuracy, but with a slightly more nuanced logic. It is

tempting to assume that a faster mean RT under multi-

sensory conditions when compared with the corresponding

unisensory conditions is reflective of multisensory inte-

gration, but this is not necessarily the case. In fact, simple

statistical facilitation predicts that even under independent

circumstances, multisensory RTs should be faster than the

unisensory correlates. This statistical facilitation, when

applied to multisensory systems, has been referred to as the

redundant target or race-model effect (Miller 1982; Raab

1962). To conceptualize two processes as independent in

terms of RTs, one can think of two channels racing against

each other (Raab 1962) with a choice made as soon as

Fig. 4 Multisensory enhancement in accuracy. The manner with

which multisensory accuracies are predicted from responses to

unisensory stimuli vary. When near ceiling, the maximum criterion

is often a more practical metric (a), whereas responses not

approaching ceiling can take advantage of more conservative

predictions that allow for stronger conclusions to be drawn (b)
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either of the processes is complete. When this is the case,

the predicted mean RT with an AV presentation will be

faster than either of the two unisensory RTs without any

interaction between the two processes.

Redundant target facilitation may be modeled by creating

two independent normal distributions, one representing the

RT distribution with auditory-only and one with visual-only

presentations (Fig. 5a, red and blue). To calculate a distri-

bution predicted from two racing, non-interactive processes,

we first randomly selected a RT from each unisensory dis-

tribution. The faster of these two RTs (i.e., the first unisen-

sory process to finish) is then recorded as the predicted AV

response from that trial (a minimum stopping-time rule). The

resulting AV̂ distribution is plotted in Fig. 5a (in black).

The race model thus provides a useful benchmark

against which to test for multisensory interactions. Using

the race model, such interactions are most commonly

measured in terms of cumulative distribution functions

(CDFs; Fig. 5b, c). CDFs (denoted by F(t)) represent the

cumulative probability that a response has been made by a

given point in time following a stimulus presentation. An

upper bound on parallel independent race model predic-

tions can be formulated in terms of CDFs (Miller 1982).

Violations of the upper bound at any time imply that

independent race model predictions cannot account for the

facilitation observed in the audiovisual condition, and

hence that a multisensory interaction is taking place

(Fig. 5c, f). This upper boundary is defined as:

FAV tð Þ ¼ FAðtÞ þ FVðtÞ � FAðtÞ � FVðtÞ\FAðtÞ þ FVðtÞ
ð9Þ

where FV(t) is the probability that a response has been

made to a visual stimulus by time t and FA(t) is the prob-

ability that the response has been made to the auditory

stimulus by time point t. Race-model violations occur when

the CDF associated with multisensory RTs is to the left of

the upper bound of the non-interactive race-model predic-

tion (Fig. 5b and 5e; statistically measured using a Kol-

mogorov–Smirnov test). This leftward shift in the CDF

implies the following non-mutually exclusive processes:

(a) a change in capacity or cognitive resources, (b) inter-

actions between processes, or (c) a pooling of resources,

otherwise known as coactivation (Miller 1982; Townsend

and Nozawa 1995). These differences between the race-

model and the actual multisensory (i.e., AV) CDF can be

visualized as the difference of these two functions, known

as the Miller inequality (Fig. 5e, f). In the Miller inequal-

ity, positive values are taken as evidence for multisensory

Fig. 5 Multisensory enhancement in response times. Response times

are best analyzed as a distribution (a). Faster mean RTs with

multisensory relative to the fastest unisensory presentations can occur

without any interaction between the senses (d), and should instead be

compared as a distribution against a race model (b–c). Race model

violations measured as the difference between the multisensory CDF

and the race model CDF, known as Miller’s Inequality (e–f), can

provide a rigorous test of multisensory interactions
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integration. It should be noted here that negative values do

not imply any type of interaction as these could indicate,

but not differentiate, sub-optimal integration, independent

processing, or interference.

The race model approach to the analysis of multisensory

RTs has been recently extended by employing a measure

known as capacity to assess audiovisual integration effi-

ciency under easy and difficult conditions (O’Riordan

2004). Similar to the race model test, capacity compares

RTs from trials where both auditory and visual information

are available to RTs obtained from trials where only

auditory or visual information is presented. The capacity

metric represents an expansion of the traditional race

model test for at least a few reasons. First, a transformed

hazard function ratio (described below) is used to establish

a benchmark of efficiency (capacity = 1), to which pro-

cessing on audiovisual trials may be compared. A related

advantage of capacity is that the measure is computed

using integrated hazard functions, which yield an instan-

taneous assessment of the work completed (see Townsend

and Nozawa, 1995). The hazard function approach captures

the notion of ‘‘capacity’’ and ‘‘efficient audiovisual pro-

cessing’’ more closely than mean RTs or mean accuracy

and also has many statistical advantages over the use of

mean RTs and CDFs. The capacity coefficient thus uses the

entire distribution of RTs, at the level of the integrated

hazard function. It is measured by dividing the probability

density function by the survivor function (S(t)—the prob-

ability that recognition has not occurred by time t) and then

obtaining the cumulative sum (see below)(Gauthier et al.

2003; Townsend and Ashby 1978).

H t�ð Þ ¼
Zt�

0

h tð Þdt: ð10Þ

We may interpret the cumulative hazard function as

denoting the total amount of work completed until a

specified unit of time. As such, Townsend and Nozawa

(Townsend and Nozawa 1995) derived the benchmark

capacity coefficient in tasks where observers are presented

with 0, 1, or 2 sources of stimuli. For our present purposes,

let HAV(t) denote the integrated hazard function obtained

from trials in which audiovisual information is available,

and let HA(t) and HV(t) denote the integrated hazard

functions obtained from the auditory and visual-only trials.

We may define the capacity coefficient, C(t), as:

C tð Þ ¼ HAVðtÞ
HAðtÞ þ HVðtÞ

ð11Þ

The sum in the denominator corresponds to the inde-

pendent race model prediction. Capacity provides a non-

parametric measure of integration with three possible out-

comes. First, C(t) can be greater than 1 at time t, indicating

more work completed in the audiovisual condition com-

pared to the auditory and visual-only conditions, and

hence, the presence of integration. Second, capacity can

be less than 1 at time t, indicating limited resources or the

presence of cross-modal inhibition. Finally, capacity may

equal 1 at time t. This would suggest that audiovisual

processing is neither faster nor slower than parallel pre-

dictions, and hence, evidence for multisensory integration

is lacking. For example, recent reports show evidence for

high capacity, or efficient integration, in a word recog-

nition task when the auditory S/N ratio was low, but

evidence for limited capacity when the auditory signal

was clear (Altieri and Townsend 2011). Finally, recent

work has sought to combine both RT and accuracy in a

single capacity measure that tests redundant target

responses against standard parallel predictions (O’Riordan

and Plaisted 2001).

Yet another way to identify multisensory integration

using RTs, or in a broader sense, to detect an interaction

between any two processes, is through the use of the pre-

viously described additive factors (Sternberg 1969a, b,

1975, 1998). Additive factors were originally used to

address problems with Donder’s subtraction method

(1868), a method used to measure the length of cognitive

processes. The subtraction method assumes that a given

process can be timed by comparing RTs between a task

with and a task without the measured process, which we

will call y:

RTxyz � RTxz ¼ RTy: ð12Þ

While this subtraction method has provided substantial

insights into cognitive processing, it relies upon a number

of assumptions, including the assumption that each process

is independent. In the study of multisensory integration,

however, what is being studied is a potential interaction

between cognitive processes. To address this assumption,

Sternberg (1969a) created an additive-factors paradigm in

which the process in question is manipulated by some

added factor as the experimental conditions:

RTxy � RTxy0 ¼ RTy � RTy0 ð13Þ

where some change to the process y is denoted as y’. When

results fit this equation, the experimental factor selectively

influences process y, suggesting that processes x and y are

independent. An inequality, on the other hand, indicates a

lack of selective influence of the added factor. As such, this

implies that the cognitive processes x and y interact. In the

current framework, the two cognitive processes can be

considered to be the auditory and visual sensory processes

(for extensions and more rigorous generalizations of

selective influence and additive factors, see Ashby 1982;

Ashby and Townsend 1986; Townsend 1984; Townsend

and Ashby 1980; Townsend and Thomas 1994; Wenger
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and Townsend 2000; Sternberg 2001; Taylor 1976;

Schweickert 1978; Pieters 1983).

One example of such an additive-factors paradigm being

applied to multisensory research is varying the effective-

ness of auditory and visual stimuli through variations in

stimulus intensity or strength. The null hypothesis for such

additive factors modeling of multisensory redundant tar-

gets is displayed as:

ðAHVH � AHVLÞ � ðALVH � ALVLÞ; ð14Þ

where H and L refer to low and high stimulus effectiveness,

respectively. Non-zero results provide evidence that the

relationship between processing the auditory and visual

stimuli differs as a factor of stimulus efficacy, and thus are

indicative of a multisensory interaction (Altieri and

Townsend 2011).

Perceptual Measures of Multisensory Integration

Although multisensory interactions can be quantitatively

measured using approaches that index changes in detection,

accuracy, and RTs, there are also a number of more qual-

itative experimental manipulations that provide evidence

supporting multisensory integration. These manipulations

provide evidence that multisensory cues are merged during

the formation of the perception of an external event,

commonly referred to as perceptual fusion or binding.

Importantly, findings such as these are not reliant upon

quantifications of multisensory gain as detailed above and

can thus be used as supporting evidence for the presence of

multisensory integration.

One of the most well-known examples illustrating the

perceptual fusion of multisensory cues is the McGurk

effect (McGurk and MacDonald 1976), an illusion in which

the combination of incongruent visual and auditory speech

signals produces a novel percept that represents a synthesis

of the two sensory channels. For example, the presentation

of an auditory/ba/and a visual/ga/often yields the fused

percept/da/or/tha/.

Another audiovisual illusion, the ventriloquist effect,

provides evidence of the influences of the different sensory

modalities on the localization of a stimulus in space

(Bertelson and Radeau 1981). In this illusion, named for

the famous act, the ventriloquist has the ability to induce a

shift in the perceived location of the sound source by: (1)

minimizing the articulatory cues of his own mouth and lips,

and (2) moving the ‘‘dummy’s’’ mouth in concert with the

audible signal. This perceived spatial shift of the auditory

signal to the location of the visual signal provides evidence

that the auditory and visual systems interact. Although in

its most extreme form the ventriloquist is an example of

perceptual ‘‘capture’’ (i.e., the localization judgment is

made at the location of the biasing stimulus), other

paradigms have also been used to highlight the spatial

biases induced by the presentation of spatially incongruent

multisensory cues. For example, the spatial localization of

a sound source in a darkened room can be strongly

‘‘pulled’’ toward an extraneous visual cue, even when

subjects are told to actively ignore the light (Bertelson

1998; Spence and Driver 2000; Radeau 1994; Hairston

et al. 2003).

Another common multisensory illusion used to assess

the magnitude of integration or binding is the sound-

induced flash illusion (Shams et al. 2000). In this illusion,

the participant is presented with a single visual flash paired

with multiple auditory beeps and is instructed to count the

number of flashes while ignoring the beeps. The multiple

beeps induce the perception of multiple flashes even when

only a single flash is presented. Also, the pairing of a single

beep with multiple flashes can induce a fusion effect,

where only a single flash is perceived (Andersen et al.

2004b; Shams et al. 2005; Mishra et al. 2008). In addition

to their utility in assessing the strength or susceptibility to

perceptual integration (Calvert and Thesen 2004), these

various illusions can be used to examine factors such as

how the temporal relationship of the paired stimuli impacts

the illusory percepts. Indeed, studies have used such tasks

to examine the multisensory temporal binding window

(Foss-Feig et al. 2010; Colonius et al. 2009; Stevenson

et al. 2014; Stevenson and Wallace 2013; Stevenson et al.

2012c; Hairston et al. 2005; Powers et al. 2009; 2012;

Stevenson et al. 2013; Dixon and Spitz 1980; Vroomen and

Keetels 2010; Conrey and Pisoni 2006; van Wassenhove

et al. 2007)—the span of SOAs within which the illusion is

highly likely to take place.

Linking Neural Activity with Perception and Behavior

While each of the previously described methods used to

study multisensory integration are useful and provide per-

tinent information as to how sensory stimuli are synthe-

sized to drive behavior and shape perception, the use of

these methods in isolation provides only a partial picture

concerning multisensory processing. To understand these

phenomena more fully, it is necessary to complement these

behavioral and perceptual analyses with neural studies

designed to reveal the mechanistic underpinnings of mul-

tisensory interactions and how they relate to behavior and

perception.

Neurophysiological recordings in animal models con-

ducted during the performance of a behavioral task are

becoming increasingly commonplace within the individual

sensory systems [vision; (Britten et al. 1992, 1996; Yang

and Maunsell 2004; Lakatos et al. 2008; David et al. 2008;

Leopold and Logothetis 1996; Churan and Ilg 2001; Thiele
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et al. 1999; Maier et al. 2007; Li and Basso 2005; Snyder

et al. 2006), audition; (Recanzone et al. 2000b; Niwa et al.

2012; Recanzone et al. 2000a), and touch; (Romo et al. 1998,

2002; Steinmetz et al. 2000)], however they have been slow

to be adopted within multisensory systems (but see Bell et al.

2004; Frens and Van Opstal 1998; Wang et al. 2008; Burton

et al. 1997). Such studies allow strong inferences to be drawn

between the activity of individual neurons (and groups of

neurons) and the behavioral processes under study. The most

common use to date of these neurometric/psychometric

analyses has been within the visual system. Thus, in the

middle temporal area (MT) of monkeys, a higher order visual

region implicated in visual motion processing single- and

multi-unit spikes and LFPs have been shown to be infor-

mative regarding task-related behavior (i.e., motion judg-

ments; Britten et al. 1992, 1996; Price and Born 2010; Uka

et al. 2012; Dodd et al. 2001; Liu and Newsome 2005;

Bradley et al. 1998; Liu and Newsome 2006).

Albeit less well developed than work in the visual sys-

tem, several studies have attempted to link neurophysiol-

ogy to behavior during the performance of a multisensory

task (Wang et al. 2008; Bell et al. 2003; Iriki et al. 1996;

Van Opstal and Munoz 2004; Frens and Van Opstal 1998).

For instance, several of these studies have correlated the

activity of neurons in the superior colliculus (SC) during an

audiovisual task with the timing of saccadic eye move-

ments to the target (Van Opstal and Munoz 2004; Frens

and Van Opstal 1998).

One area in which the connections from neurons to

behavior is beginning to be addressed is in the realm of cue

integration. When cues from multiple modalities are

available simultaneously, behavioral precision is improved

in a manner predicted by statistically optimal (Bayesian)

cue integration models (Fetsch et al. 2013; Angelaki et al.

2011). Such examples of multisensory cue integration and

use of optimal cue integration models are important in

understanding how multisensory neurons in different brain

regions combine multisensory information to improve

behavior, and are very helpful in bridging the gap between

theories of sensory cue integration and physiology of

multisensory neuronal populations (for review, see Fetsch

et al. 2013). Briefly, as suggested by Fetsch et al. (2013), in

a highly simplified system, we may assume the existence of

two populations of primary sensory neurons, each receiv-

ing unisensory information from different modalities.

Information from these unisensory neurons is then relayed

to a multisensory neural population, the activity of which

generates a particular behavior or perceptual choice. In the

scenario mentioned above, the output of two primary

sensory neurons converges onto a multisensory neuron

with varying synaptic weights that reflects the number and/

or efficacy of synaptic connections associated with each

modality. Such synaptic activity cannot be directly

measured by extracellular spike recordings but LFP

recordings (discussed above) provide a more direct mea-

sure of such subthreshold synaptic changes. Spiking

activity, however, provides the final output of network

computation with firing rates that vary when different

unisensory stimuli are presented alone or when multisen-

sory stimuli are presented in combination. We can then ask

how multisensory firing rate is best predicted from firing

rates under unisensory conditions (for example by a

weighted sum with different neural weights for distinct

unisensory conditions). Finally, the population activity of

the multisensory neurons is read out by downstream cir-

cuits to generate a behavioral response or perceptual

choice.

Another set of powerful tools that can brought to bear on

multisensory questions and to establish better links between

neurons and behavior are those derived from signal detec-

tion theory (SDT) and receiver operating characteristics

(ROC) analysis (Green and Swets 1966). Though widely

used in behavioral analysis, SDT and ROC analysis has

proved useful in linking neurons and behavior in unisensory

research (de Lafuente and Romo 2005; Romo et al. 2004).

In the SDT framework, a subject is asked to detect the

presence of a signal in a yes–no response choice. Responses

can be divided into four categories: hits (correct detects),

misses (signal present but no response), false alarms

(response with signal absent), and correct rejects. SDT

posits that two probability distributions are formed along

some continuum of internal representation of stimulus state

(i.e., a noise distribution and a signal ? noise distribution).

A typical observer will set a criterion level along this con-

tinuum; every time the internal representation exceeds this

criterion, the observer will respond ‘‘yes.’’ More salient

stimuli will typically increase the separation between these

two distributions. Two valuable measures are then derived

from the response matrix: detectability (d’) and bias (b).

Whereas d’ reflects the sensory discriminability of the

stimuli, b represents the internal criterion set by the par-

ticipant on the task. Usually, d’ is given as the difference

between noise and signal ? noise distribution means divi-

ded by the standard deviation of the distributions:

d0 ¼ �msþn � �mn

d
; ð15Þ

However, for quantifying multisensory gain, we would

take the difference between the means of a multisensory dis-

tribution and a prediction distribution based on the unisensory

components (for example, a joint probability distribution):

d0 ¼ �mAV � �mAV̂

d
; ð16Þ

In a different form, d’ is given as the difference between

the z-transformed hit rate and the z-transformed false alarm
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rate (Macmillan and Creelman 2004). In a multisensory

context we would substitute a predictive model for false

alarm rate:

d0 ¼ zðHRAVÞ � zðHRAV̂Þ ð17Þ

In ROC analysis, the probability distributions are com-

pared using a sliding criterion threshold to assess the

degree of separation between the distributions. As the

criterion slides along the distributions, area under the noise

distribution is plotted against area under the signal ? noise

distribution, yielding the ROC curve. The power of this

ROC analysis is that it can also be applied to neural

datasets, where now the distributions are the spontaneous

activity (i.e., noise) and the evoked activity (i.e., sig-

nal ? noise). By comparing the separation of the neuro-

metric distributions with the separation of the psychometric

distributions, ROC analysis can thus begin to link neurons

with behavior. In order to adapt this method for quantifying

multisensory neural gain and compare it with behavioral

gain, a multisensory predictive model distribution derived

from the unisensory response distributions (for example, a

simple joint probability) can be compared to the observed

multisensory response distribution.

Although SDT and ROC analyses represent valuable

tools in relating the activity of neurons to behavioral and

perceptual processes, they are still tools that assess corre-

lations between neural and behavioral datasets. The next

frontier in multisensory research is that which extends

these approaches to more causally-based methods. Indeed,

assessing such causal links has been done in multisensory

systems using methods such as cortical deactivation (Koval

et al. 2011; Lomber and Malhotra 2008; Malhotra et al.

2004, 2008; Jiang et al. 2001), transcranial magnetic

stimulation (TMS; Takarae et al. 2008; Beauchamp et al.

2010; Romei et al. 2007, 2009; Ramos-Estebanez et al.

2007; Romei et al. 2013; Spierer et al. 2013), pharmaco-

logical injections (Lee et al. 1988), and lesions (Burnett

et al. 2007; Baum et al. 2012; for review, see Bolognini

et al. 2013). One powerful new method that will

undoubtedly shed important light on multisensory neurons

and their contributions to behavior and perception is op-

togenetics, because of its ability to excite and inhibit spe-

cific neuron populations (Deisseroth 2011; Boyden 2011;

Mattis et al. 2012; Yizhar et al. 2011a, b; Fenno et al.

2011). By comparing measures of behavior with and

without optogenetic stimulation, it may be possible to

causally link neuronal populations with certain behaviors.

Conclusions

The increased number of studies investigating interactions

across sensory modalities has led to a marked improvement

in our understanding of what these interactions are, where

and how they take place, and their behavioral and per-

ceptual implications. With the rapid growth in this field

comes an increase in the breadth of methodologies used to

measure multisensory interactions. While the overarching

goals of studies of multisensory integration may be similar

across these methodologies, there are also significant dif-

ferences between the assumptions that must be accounted

for when analyzing the dependent variables observed with

each of these measures. From neuronal response measures

to behavioral studies of detection, accuracy, and RTs, and

ultimately to applying analysis tools that link neurometric

properties to behavioral outcomes (Britten et al. 1992;

Guido et al. 1995; Thompson et al. 1996; Dahmen et al.

2010), each dependent variable measured with these tech-

niques must be analyzed and assessed within its own

framework. Each method has unique benefits, drawbacks,

and assumptions that must be considered not only when

choosing how to measure a given multisensory effect, but

also when identifying and quantifying multisensory

interactions.

Here, we have detailed the manner with which these

underlying factors influence how multisensory interactions are

evaluated using a number of common experimental method-

ologies. Additionally, we have provided an overview of the

more canonical metrics used to quantify multisensory inter-

actions with each of these methodologies, as well as the con-

clusive claims that can and cannot be made with each criterion.

While by no means is this an exhaustive review of these topics,

it is our hope that the discussion of method-specific quantifi-

cations will spur future research to take into account these

differences between methodologies and the manner in which

multisensory integration is quantified in each.
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