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Abstract: The occipital and parietal lobes contain regions that are recruited for both visual and haptic
object processing. The purpose of the present study was to characterize the underlying neural mecha-
nisms for bimodal integration of vision and haptics in these visuo-haptic object-selective brain regions
to find out whether these brain regions are sites of neuronal or areal convergence. Our sensory condi-
tions consisted of visual-only (V), haptic-only (H), and visuo-haptic (VH), which allowed us to evalu-
ate integration using the superadditivity metric. We also presented each stimulus condition at two
different levels of signal-to-noise ratio or salience. The salience manipulation allowed us to assess inte-
gration using the rule of inverse effectiveness. We were able to localize previously described visuo-
haptic object-selective regions in the lateral occipital cortex (lateral occipital tactile-visual area) and the
intraparietal sulcus, and also localized a new region in the left anterior fusiform gyrus. There was no
evidence of superadditivity with the VH stimulus at either level of salience in any of the regions. There
was, however, a strong effect of salience on multisensory enhancement: the response to the VH stimu-
lus was more enhanced at higher salience across all regions. In other words, the regions showed
enhanced integration of the VH stimulus with increasing effectiveness of the unisensory stimuli. We
called the effect ‘‘enhanced effectiveness.’’ The presence of enhanced effectiveness in visuo-haptic
object-selective brain regions demonstrates neuronal convergence of visual and haptic sensory inputs
for the purpose of processing object shape. Hum Brain Mapp 31:678–693, 2010. VC 2009 Wiley-Liss, Inc.
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INTRODUCTION

Among the various properties that can be extracted
from an object, including size, color, texture, material,
hardness, etc., shape is the most prominent for human vis-
ual object recognition [Marr, 1982]. Shape properties of
objects can also be extracted by active touching (haptic
exploration) of those objects. But, despite the fact that the
shapes of objects are processed and represented by multi-
ple sensory modalities, research into object recognition has
primarily involved investigations using vision. A few
researchers, however, have found behavioral evidence of
cross-modal transfer between vision and haptics for object
shape [Gibson, 1963; Newell et al., 2001; Norman et al.,
2004]. More recently, it was found that vision and haptics
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share common neural substrates in humans for the repre-
sentation of object shape [Amedi et al., 2001, 2002; Beau-
champ et al., 2008; Bruce et al., 1981; Culham and
Kanwisher, 2001; Grefkes et al., 2001, 2002; James et al.,
2002, 2005; Peltier et al., 2007; Pietrini et al., 2004; Stilla
and Sathian, 2008; Stoesz et al., 2003; Zangaladze et al.,
1999; Zhang et al., 2004]. For instance, James et al. [2002]
found overlapping brain regions involved in visual and
haptic recognition of novel 3D objects in the middle occipi-
tal (MO) cortex and in the lateral occipital (LO) cortex,
which make up the lateral occipital complex [LOC; Grill-
Spector et al., 2001; Malach et al., 1995]. This neuroimaging
result with healthy subjects was later supported by a case
study with patient D.F. who has aperceptive visual-form
agnosia [Humphrey et al., 1994; Milner et al., 1991]. D.F.
was shown to have bilateral damage in the LOC [James
et al., 2003]. Of interest is that she showed deficits with
tasks involving haptic shape processing that were as
severe as her deficits on the same tasks using vision
[James et al., 2005]. Based on other neuroimaging
studies of visuo-haptic object recognition, a subregion in
the LOC that is selective to both visual and haptic objects
is now called the lateral occipital tactile–visual (LOtv)
[Amedi et al., 2001, 2002], and it has been suggested that
LOtv activation is related to processing the geometrical
shape of both visually and haptically explored objects
[Amedi et al., 2001, 2002; James et al., 2002; Peltier et al.,
2007; Pietrini et al., 2004; Stoesz et al., 2003; Zhang et al.,
2004].

Another brain region distinct from LOC that has been
considered to be a site of multisensory areal convergence
for visuo-haptic object recognition is the intraparietal sul-
cus (IPS). James et al. [2003] suggested that the anterior
part of the IPS is involved in processing visual shape
information particularly for visually guided reaching and
grasping actions. Other studies found this area to be
involved in tactile discrimination of shape or orientation
[Bodegard et al., 2001; Kitada et al., 2006; Van Boven et al.,
2005; Zhang et al., 2005]. Other neuroimaging studies sug-
gested that IPS is a bimodal sensory region that receives
inputs from both vision and touch [Culham and Kanw-
isher, 2001; Grefkes et al., 2002; Stilla and Sathian, 2008;
Zhang et al., 2004].

Given the behavioral evidence that shape information
can be transferred between vision and haptics, it is not
surprising that information from these sensory modalities
should converge onto a single brain region. One thing to
consider, however, is that convergence within a particular
area, as measured by the fMRI studies mentioned above,
does not demonstrate that the signals converge onto the
same individual neurons. Convergence of different sensory
inputs on an area, but without synapsing on the same
neurons, is called areal convergence. When the inputs
converge in the same area and also synapse on the same
neurons, it is called neuronal convergence, and results in
integration of the different sensory signals [Meredith and
Stein, 1986].

Recording from single neurons is difficult or impossible
in humans. Functional neuroimaging provides a noninva-
sive method for inferring neural activity in the human
brain, but those measurements are of neural activity from
populations of neurons, not single neurons. Calvert [2000]
was the first to address the need for different criteria to
assess neuronal convergence with fMRI data compared
with single-unit recording data. Because populations of
neurons in multisensory brain regions undoubtedly con-
tain mixtures of unisensory and multisensory neurons
[Allman et al., 2009], the null hypothesis to be rejected
must be that a multisensory stimulus produces activation
equivalent to the sum of the activations produced with the
unisensory stimuli. This is because the multisensory stimu-
lus will excite the unisensory neurons just as effectively as
the unisensory components. When the multisensory stimu-
lus produces more activation than the additive null
hypothesis, it is said to be ‘‘superadditive.’’ No study to
date, however, has examined the possibility that object-
selective brain areas in humans that respond to both vision
and haptics are involved in multisensory integration, in
spite of the evidence suggesting possible sites of conver-
gence for visual and haptic object representations in the
occipito-temporal and parietal cortices.

The purpose of the present study was to define visuo-
haptic object-selective brain regions and characterize the
underlying mechanisms for bimodal integration of vision
and haptics to find out whether these brain regions are
sites of neuronal or areal convergence. Based on previous
studies of audio-visual integration [Calvert et al., 2001,
2000; Stevenson et al., 2007; Stevenson and James, 2009],
we applied the superadditivity metric to the activation of
those regions to assess multisensory integration. It is
important to note, however, that we did not use only the
superadditivity metric as an indication of multisensory
integration. Models of BOLD fMRI activation based on
neural spike counts in the superior colliculus have sug-
gested that superadditivity may not be the ideal metric
for determining multisensory convergence with popula-
tion measures like fMRI [Laurienti et al., 2005; Stanford
and Stein, 2007; Stein and Stanford, 2008; Stevenson
et al., 2007, 2009]. Meredith and Stein [1986] suggested
that multisensory responses strongly depend on the effec-
tiveness of the constituent stimuli being used. In those
experiments, multisensory stimuli that were combinations
of the least effective unisensory component stimuli pro-
duced the greatest multisensory enhancement in neurons.
This effect is called the principle of inverse effectiveness.
Here, we hypothesized that visuo-haptic shape processing
will also show inverse effectiveness in visuo-haptic
object-selective brain regions. Finding inverse effective-
ness would suggest the presence of multisensory integra-
tion, even in the absence of superadditivity. Thus, we
included stimulus conditions in our design that would
produce different levels of effectiveness and used inverse
effectiveness as a second criterion for assessing multisen-
sory integration.
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MATERIALS AND METHODS

Subjects

Seven volunteers (three females and four males)
between the ages of 19 and 33 participated in the study
with monetary compensation. All participants reported
right-handedness, normal or corrected-to-normal visual
acuity, normal sensation of touch, and no history of neuro-
logical disorders. Right handedness was assessed by the
participants verbally reporting which hand they write
with. The study was approved by the Indiana University
Institutional Review Board. Written informed consent was
obtained from all participants prior to the experiments.

Stimuli and Apparatus

Grayscale images of 40 objects and 40 textures were
used for the visual object localizer run and each stimulus
subtended 12! of horizontal and vertical visual angles.
Twenty 3-dimensional everyday-life objects (e.g., cup,
book, etc.) and twenty 2-dimensional surface materials
(e.g., fabric, sandpaper, etc.), all MR-compatible and
explorable by two hands within 3 s, were used for the
haptic object localizer run. In other previous imaging stud-
ies [Amedi et al., 2001, 2002], contrasting BOLD activation
produced with objects and textures has been successfully
used to localize visual or haptic object-selective regions in
the brain. In the experimental runs, 16 simple novel objects
were used. These objects were composed of four Geon-
type geometric components; however, only one of those
features was critical for discriminating the objects. Each
stimulus was 14 cm wide and 9.4 cm long with four differ-
ent types of material properties (dense/coarse texture, and
small/medium size of pattern) and four different combina-
tions of noncritical components (cylinders and boxes).
Eight of them had a half-circle-shaped component as the
critical feature, and the other eight had a triangle-shaped
component. Figure 1 shows one example from each cate-
gory: half-circle or triangle. For visual presentation, a pic-
ture of each stimulus was taken and presented in
grayscale with 12! " 8! of visual angle. Having various
material properties and noncritical components, stimuli

were moderately complicated enough to keep participants
attentive to the task and to not get bored, but prior to the
experiments participants were told to use only the critical
features to discriminate the objects. Considering that hap-
tic exploration is relatively slow compared to visual explo-
ration, the critical features were placed at the same
position in every trial so that participants knew where to
put their hands to find the critical features initially.

The salience level of visual stimuli was varied by super-
imposing constant contrast Gaussian noise on the images
and adjusting the signal contrast. The salience level of
haptic stimuli was varied by the number of layers of felt
fabric placed on top of the stimulus and also by a pair of
PVC gloves worn by participants. Individual psychophysi-
cal thresholds of each participant were found using a two-
down/one-up staircase procedure for the haptic low-sali-
ence condition (71%) and a six-down/one-up staircase
procedure for the haptic high-salience condition (89%). For
the visual salience, we simultaneously ran two interleaved
three-down/one-up staircases converging at 79%. We then
estimated 71% (low) and 89% (high) thresholds from a
psychometric function fitted to the staircase data.

Throughout the experiments, visual stimuli were pre-
sented by a Mitsubishi XL30U projector placed outside of
the MR room and viewed through a mirror mounted on
an eight-channel phased-array head coil in a Siemens Mag-
netom Trio 3T whole-body scanner. All stimuli were pre-
sented using a Macintosh computer operated by Mac OS 9
(Apple Computer, Cupertino, CA) connected to the projec-
tor and Matlab 5.2 (The Mathworks, Natick, MA) with the
Psychophysics Toolbox [Brainard, 1997; Pelli, 1997]. Haptic
stimuli were presented on a table that was placed over
participant’s abdomen and participants were told to use
both hands to explore stimuli with their eyes closed. Two
experimenters remained in the MR room during functional
scans so that one of them could put haptic stimuli on the
table in every trial and the other experimenter adjusted
the stimulus salience level (e.g., layers of felt fabric). Audi-
tory cues were given to both experimenters and partici-
pants for accurate stimulus onset and offset times. Visual
and haptic stimuli were presented at the same time in the
visuo-haptic condition (VH). Participants were asked to
start and end visual and haptic explorations simultane-
ously. At the same time that the visual stimulus was pre-
sented on the screen, an auditory cue was presented,
which indicated to the subject that they were to begin hap-
tic exploration. Because subjects were required to make a
small movement to make contact with the object, onsets of
visual and tactile stimulation were not consistently
synchronized. Because haptic exploration required more
time than visual exploration, stimulus offsets were also
not consistently synchronized. We placed two response
buttons at the participant’s feet because the participant’s
hands were occupied with exploration. Each foot button
was large (7.6 cm " 5 cm) and easy to press. Thus, sub-
jects could make their responses with a small movement
of their ankle. It was important that the movement was

Figure 1.
Examples of stimuli used in experimental runs. Two critical fea-
tures half-circle (a) and triangle (b) are marked in a white circle.
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small to minimize possible head movements as a result of
responding. The participants’ legs were optimally posi-
tioned with a support under their knees to further lessen
the impact of foot movement on head motion and to keep
them comfortable.

fMRI Imaging Procedures

Stimuli were presented in a block-designed paradigm
for both localizer and experimental runs to reduce cogni-
tive interference from task switching between sensory
modalities (V, H, or VH), to ensure maximal power for
statistical analyses, and to reduce the impact of any
motion artifacts on data analysis. Each participant per-
formed two visual object localizer runs and two haptic
object localizer runs, followed by six experimental runs.
Each localizer run contained five blocks of object presenta-
tion, five blocks of texture presentation, and 16-s rest peri-
ods at the beginning and at the end of each run. Both
‘‘object" and ‘‘texture" stimulation blocks had four stimuli
per block, and each stimulus was presented for 3 s and
followed by a 1-s rest period. Each block was always fol-
lowed by a 16-s rest period. The order of presenting blocks
was randomized, and each condition had 10 blocks, pre-
senting 40 stimuli total across all runs. Participants did not
make any button responses during the localizer runs.

In the experimental runs, each run contained trials from
only one cell in a 3 " 2 experimental design that crossed
sensory modality (V, H, and VH) and stimulus salience
(high and low), making the total number of runs six. Prior
to each run, participants were told which sensory modal-
ities they had to use. Each run contained eight blocks of
stimulus presentation, with 16-s rest periods at the begin-
ning and at the end of run. Each block was 16 s long, pre-
senting four 4-s trials and was followed by a 16-s rest
period. The total number of stimuli per condition was 16,
each being presented twice and counter-balanced, result-
ing in 32 trials total within a run. Participants performed a
2AFC task based on the shape of the critical feature (see
Fig. 1). Participants pressed the right-foot button when the
critical shape feature was a half-circle and the left-foot but-
ton when the critical shape feature was a triangle. Subjects
were told to ignore other object features that were not crit-
ical to the task, such as noncritical shape features, and the
texture of the objects. Participants were required to make
a response within 3 s after stimulus onset and practiced
the task before their imaging session until they were
comfortable responding within the required time.

To limit participants’ head movements produced by
hand exploration of the stimuli and foot button responses,
participants were specifically instructed to limit their
movements and trained to minimize their arm and
shoulder movements in an MRI simulator prior to the
imaging session. Each participant’s head was restrained
tightly with foam padding in the head coil within the limit
to which the foam padding did not cause discomfort.

Imaging Parameters

Whole-brain functional volumes were acquired with a
field of view of 220 " 220 mm2, an in-plane resolution of
64 " 64 pixels, and 33 axial slices with 3.4 mm thickness
and 0 mm slice gap, resulting in a voxel size of 3.4 " 3.4
" 3.4 mm3. Readout interactions between slices were man-
aged by collecting slices in an interleaved ascending order.
Functional images were collected using a relatively stand-
ard gradient echo EPI pulse sequence (TE ¼ 25 ms, TR ¼
2,000 ms, flip angle ¼ 70!). The number of EPI volumes
per session was 145 and 177 in the localizer and experi-
mental runs, respectively. High-resolution T1-weighted an-
atomical volumes with 160 sagittal slices (voxel size ¼ 1 "
1 " 1 mm3) were acquired using Turbo-flash 3D (TI ¼
1,100 ms, TE ¼ 3.93 ms, TR ¼ 14.375 ms, flip angle ¼ 12!).

Data Analysis

Imaging data were analyzed using BrainVoyagerTM QX
(Brain Innovation, Maastricht, Netherlands) run on a PC
operated by Windows XP Professional (Microsoft Corpora-
tion, Redmond, WA). Anatomical imaging data were
transformed into a standard space corresponding to Talair-
ach’s coplanner stereotaxic atlas of the human brain
[Talairach and Tournoux, 1988] using an eight-parameter
affine transform in BrainVoyagerTM QX 3D analysis tools.
Functional imaging data were aligned to the first volume
of the last run, which was performed closest to the ana-
tomical data acquisition, as a reference, then aligned to the
transformed anatomical data, and preprocessed. The pre-
processing procedure included 3D motion correction, slice
scan-time correction, 3D spatial Gaussian smoothing
(FWHM ¼ 6 mm), and linear trend removal. The only
temporal preprocessing was a linear trend removal; no
high-pass filter was used. Head movement parameters
were not included as regressors in the GLM analyses
described below. Because of the possibility that haptic ex-
ploration or foot-button responses caused head move-
ments, functional runs in which transient head movements
exceeded 1 mm and/or gradual drift of the head exceeded
2 mm were excluded from the analyses.

Analysis of the functional data was performed using
BrainVoyagerTM QX general linear model (GLM) with the
Glover hemodynamic response function (HRF) applied to
each predictor. For the localizers, an individual statistical
parametric map (SPM) was created for each participant’s
visuo-haptic object-selective regions. The visuo-haptic
object-selective regions were defined using a conjunction
of two contrasts:

ObjectsV $ TexturesV \ObjectsH $ TexturesH

In addition to seven individual SPMs from seven partici-
pants’ localizer data, a group-average SPM was also cre-
ated with a fixed-effects GLM model from the localizer
runs of all seven participants. A fixed-effects model was
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used, because the goal was to localize LOtv and other bi-
modal object-selective ROIs in this group of seven subjects
for further analysis on these same seven subjects. The goal
was not to generalize the location of the ROIs to the popu-
lation from which those seven subjects were selected (in
which case a random-effects model would be used). Note
that neither the individual nor the group-average analyses
used a conjunction of contrasts across subjects [Friston
et al., 1999]. The conjunction was across stimulus modal-
ity, that is, a conjunction of two contrasts, one performed
within the visual modality and one within the haptic
modality.

SPMs generated from the localizer runs were thresh-
olded using three criteria. The first method was a Bonfer-
onni correction where the alpha level was divided by the
number voxels. In this case, voxels were resampled from
the original 3.4 " 3.4 " 3.4 mm3 to 3 " 3 " 3 mm3. Thus,
the effective number of voxel used for Bonferonni correc-
tion was the total number of 3 " 3 " 3 mm3 voxels across
the whole brain. The second method was false discovery
rate [FDR; Genovese et al., 2002]. The third method was to
choose an arbitrary, liberal voxelwise threshold and
combine with a cluster-size threshold [Forman et al., 1995;
Thirion et al., 2007]. Cluster-sizes were determined based
on the resampled voxel size of 3 " 3 " 3 mm3.

Experimental runs were analyzed using both individual-
based and group-average-based region of interest (ROI)
analyses. For the group-average analysis, ROIs were deter-
mined from the group-average SPM. Thus, the same clus-
ters of voxels were used to extract timecourses for each
subject. The group-average ROI analysis ensures that the
functional timecourses for each subject are drawn from the
same anatomical location. For the individual ROI analysis,
ROIs were determined separately for each subject from
their own functional localizer data. Functional timecourses
for each subject were extracted from their own unique
ROIs. Thus, the individual ROI analysis ensures that the
functional timecourses for each subject are taken from a
region with similar functional specialization, but poten-
tially at a slightly different anatomical location. For any
given cognitive process, if there is a consistent mapping
between anatomy and function across subjects, then the
group-average ROI and individual ROI analyses should
produce similar results.

The percent BOLD signal change in each ROI was calcu-
lated from the timecourses as the average percent signal
change across a time window that began 6 s after the onset
of the stimulus block and ended at the end of the block. A

6-s lag for the onset was used to take into account the typ-
ical hemodynamic lag. No lag was used after offset,
because of the possibility that decay of the BOLD response
may be different across conditions, particularly because of
the differences in reaction time seen across stimulus
modalities.

Finally, although the primary goal of the experiment
was to assess multisensory integration and inverse effec-
tiveness in bimodal object-selective brain regions, we did
perform an investigatory whole-brain group-average SPM
analysis on the experimental runs, specifically searching
for other brain regions that showed inverse effectiveness.

RESULTS

Behavioral Data

Table I shows the results of mean accuracy and response
time from six participants. We could not collect button
responses from one of the seven participants because the
button response pad was not properly working while col-
lecting her data. A two-way analysis of variance (ANOVA)
was performed on mean accuracy and response time using
an alpha level of 0.05, and the sphericity assumption for
within-subjects ANOVA was tested using Mauchly’s test.
According to the test, it was assumed that the variances of
different levels of each independent variable are not statis-
tically different. Under this assumption, the ANOVA
showed significant effects of stimulus salience (high or
low) on both accuracy and response time (F(1,5) ¼ 37.1,
P ¼ 0.002; F(1,5) ¼ 14.6, P ¼ 0.012) and significant effects of
modality (V, H, or VH) on RT (F(2,10) ¼ 92.5, P < 0.001),
but no significant effects of modality on accuracy (F(2,10) ¼
1.56, P ¼ 0.257). There was no significant interaction found
between modality and salience on accuracy and response
time (F(2,10) ¼ 1.33, P ¼ 0.308; F(2,10) ¼ 0.712, P ¼ 0.514).
When participants used both modalities, vision and touch,
during the shape discrimination task, their accuracy and
response time may be expected to be optimal compared
with unimodal conditions, but their response time for VH
condition was approximately the mean of V and H condi-
tions in both high- and low-salience conditions because
they were instructed not to use only one modality, but to
use both modalities even in the conditions when the rela-
tively faster visual process (mean 1.1 % 0.08 s) could give
them enough information to do the task without using the
information from the slow haptic process (mean 2.1 %
0.08 s). Accuracies in the bimodal VH condition and in the

TABLE I. Mean accuracy and response time by sensory modality and stimulus salience (N 5 6)

Accuracy (%) Response time (s)

Modality V H VH V H VH

High 96.8 % 1.6 91.6 % 1.7 89.0 % 4.0 0.8 % 0.06 1.9 % 0.08 1.7 % 0.10
Low 73.9 % 4.7 68.2 % 7.5 79.1 % 3.4 1.3 % 0.09 2.2 % 0.07 2.0 % 0.06
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unimodal V or H condition, however, showed different
tendencies between salience levels. When the salience of
stimulus decreased from high to low in the bimodal VH
condition, the accuracy rate did not drop as much as in
the unimodal conditions. In other words, when partici-
pants perceived the shapes of stimuli by both vision and
touch simultaneously (VH), the sensitivity to stimulus
salience decreased compared to when they performed
the shape discrimination task only by either vision or
touch. The difference of sensitivity to stimulus salience
between unimodal and bimodal conditions is depicted in
Figure 2.

Functional Localizer Analysis

In the localizer runs, we presented object or texture
stimuli by vision or touch. Visuo-haptic object-selective
brain regions were identified in each individual using a
conjunction of two contrasts, ‘‘Visual Object > Visual Tex-
ture" and ‘‘Haptic Object > Haptic Texture.’’ Statistical
parametric maps (SPM) of this conjunction contrast in
individuals revealed three different visuo-haptic object-
selective brain regions that responded more to both visual
and haptic objects than textures: the left LOtv found in six
participants, the anterior aspect of the left fusiform gyrus
(aFG) in five participants, and the left IPS in five
participants. Figure 3 shows visuo-haptic object-selective
ROIs for each participant that passed a threshold of
P (Bonferroni-corrected) < 0.05, with corresponding t
threshold of t(700) > 4.87 on sagittal and coronal slices of
each individual’s brain. Talairach coordinates of each ROI
in each participant are shown in Table II. At this thresh-
old, all three visuo-haptic object-selective brain regions,
LOtv, aFG, and IPS, showed lateralized activations in the
left hemisphere; however, at a more liberal threshold (vox-
elwise P < 0.05, t(700) > 1.96), all three ROIs showed a
right-hemisphere analog in most participants (5 out of 7).

The same conjunction contrast was also performed on
the group-average data from the localizer runs. Figure 4a
shows the group-average SPM of object-selective brain
regions that passed a threshold of P (Bonferroni-corrected)
< 0.05, with corresponding t threshold of t(4924) > 4.80 on
lateral, posterior, and ventral views of an inflated cortical
model of the brain. Figure 4b shows bilateral activation in
the lateral occipital complex (LOC), FG, and IPS for visual
object processing, and Figure 4c shows bilateral activation
in the primary motor and somatosensory areas and unilat-
eral activation in the left LOC, FG, and IPS for haptic
object processing. Brain regions that responded to both
visual and haptic objects are shown in green (Fig. 4a). A
supplementary analysis with an FDR threshold of q ¼
0.001 (t(4924) > 4.20) and a cluster size threshold of 4 voxels
in a group SPM revealed left LOtv (x,y,z ¼ $ 45,$ 63,1)
with a cluster size of 9,728 voxels, left aFG (x,y,z ¼
$ 26,$ 41,$ 14) with a cluster size of 1,151, left IPS (x,y,z ¼
$ 32,$ 39,52) with a cluster size of 6,081, and right hemi-

sphere activations including right LOtv (x,y,z ¼ 41,$ 62,$ 2)
with a significantly smaller cluster size of 118 (82 times
smaller than the cluster of left LOtv), right IPS (x,y,z ¼
32,$ 36,54) with a cluster size of 2,079, and no right FG
activation.

ROI Analysis of Experimental Data

Figure 5 depicts percent BOLD signal change in the
three visuo-haptic object-selective ROIs to all six experi-
mental conditions (high V, high H, high VH, low V, low
H, and low VH). The first ROI analysis was performed on
the ROIs defined within each individual subject (see Fig.
3). Figure 5a shows the BOLD activation averaged across
all participants’ individual ROIs. A two-way repeated
measures ANOVA, followed by paired-sample t-tests, was
performed to assess BOLD differences among the experi-
mental conditions using an alpha level of 0.05, and the
sphericity assumption for within-subjects ANOVA was
tested using Mauchly’s test. According to the test, it was
assumed that the variances of different levels of each inde-
pendent variable are not statistically different. Under this
assumption, the ANOVA showed significant interactions
between modality and stimulus salience on BOLD activa-
tion in left LOtv and left aFG (F(2,10) ¼ 7.65, P ¼ 0.01; F(2,8)
¼ 25.8, P < 0.001), but not in left IPS (F(2,8) ¼ 1.87, ns). In
left LOtv and left aFG, we found no significant main
effects of modality (F(2,10) ¼ 1.66, ns; F(2,8) ¼ 2.79, ns) and
stimulus salience (F(1,5) ¼ 0.131, ns; F(1,4) ¼ 1.77, ns). In left
IPS, however, we found a significant main effect of mo-
dality (F(2,8) ¼ 8.66, P < 0.01) but no significant main
effect of stimulus salience (F(1,4) ¼ 0.546, ns). Paired-sam-
ple t-tests were then used to compare BOLD activations
between experimental conditions across all participants’
ROIs, and an alpha level of 0.05 was used for the t-tests.
In all three regions, left LOtv, left aFG, and left IPS, there
was no significant difference of BOLD activation found
between salience levels in unimodal conditions, V (t(5) ¼
$ 1.03, P ¼ 0.349; t(4) ¼ 1.41, P ¼ 0.23; t(4) ¼ 0.489, P ¼
0.65), and H (t(5) ¼ $ 1.37, P ¼ 0.23; t(4) ¼ $ 2.57, P ¼
0.062; t(4) ¼ 0.051, P ¼ 0.962). We, however, found signifi-
cant differences between salience levels in bimodal condi-
tion (VH) in the ventral stream of object processing,
the left LOtv (t(5) ¼ 3.15, P ¼ 0.025), and the left aFG (t(4)
¼ 3.83, P ¼ 0.019), but not in the dorsal stream, the left
IPS (t(4) ¼ 2.2, P ¼ 0.093). It has been shown that the lat-
eral occipital complex (LOC) is contrast-invariant
[Avidan et al., 2002] as well as size- and cue-invariant
[Grill-Spector et al., 1999; Kastner et al., 2000; Mendola
et al., 1999], and our results support contrast-invariance
of the LOC and the aFG.

The second ROI analysis was performed on the ROIs
defined on the group-average that passed a threshold of
P (Bonferroni-corrected) < 0.05 (Fig. 4a). Figure 5b shows
the data from the group-based analysis, presenting similar
results to those from individual-based analysis (Fig. 5a).
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To assess integration in each region, we compared acti-
vation with visuo-haptic bimodal stimulation to the com-
bined activation of unisensory stimulations. Unisensory
activations were combined using three different metrics:
M(V,H), the mean of the two unisensory activations;
Mx(V,H), the maximum of two unisensory activations; and
S(V,H), the sum of two unisensory activations. The results
are shown in Figure 6a. BOLD activation in the left LOtv
with bimodal VH stimuli was greater than the mean (t(5)
¼ 5.19, P ¼ 0.0017) and the maximum (t(5) ¼ 2.58, P ¼
0.0248) of two unisensory activations, but were not signifi-
cantly different from the sum (t(5) ¼ 0.141, P ¼ 0.447) of
two unisensory activations in high-salience conditions. In
contrast, in low-salience conditions, BOLD activation in
the left LOtv with bimodal VH stimuli was not signifi-
cantly different from the mean (t(5) ¼ 0.16, P ¼ 0.439) or
the maximum (t(5) ¼ 0.949, P ¼ 0.193) of two unisensory
activations, but was significantly smaller than the sum
(t(5) ¼ 2.53, P < 0.0264) of two unisensory activations. The
results in the left aFG showed the same pattern as in the

Figure 2.
Accuracy difference across salience level as a function of sensory
modality. [Color figure can be viewed in the online issue, which
is available at www.interscience.wiley.com.]

Figure 3.
Individually defined regions-of-interest (ROIs) for visuo-haptic
object processing. Panels (a), (b), and (c) show left LOtv, left
FG, and left IPS activations, respectively, on sagittal and coronal
slices of each participant’s brain. ROIs that were defined with a
Boferroni-corrected P value of 0.05 (t > 4.87) are marked with

a yellow circle. LOtv, lateral occipital tactile-visual area; FG, fusi-
form gyrus; IPS, intraparietal sulcus. Table II shows Talairach
coordinates for the center of mass of each ROI. [Color figure
can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

r Kim and James r

r 684 r



left LOtv. The BOLD activation in the left aFG with bi-
modal VH stimuli was greater than the mean (t(4) ¼ 3.25,
P < 0.0157) and the maximum (t(4) ¼ 2.52, P < 0.0328) of
two unisensory activations but was not significantly
different from the sum (t(5) ¼ 0.515, P ¼ 0.317) of two
unisensory activations in high-salience conditions. In low-
salience conditions, the BOLD activation in the left aFG
with bimodal VH stimuli was not significantly different
from the mean (t(4) ¼ 0.277, P ¼ 0.398) and the maximum
(t(4) ¼ 1.49, P ¼ 0.105) of two unisensory activations but
was significantly smaller than the sum (t(4) ¼ 2.27, P <
0.043) of two unisensory activations. Lastly, the BOLD acti-
vation in the left IPS with bimodal VH stimuli was greater
than the mean (t(4) ¼ 2.77, P < 0.0253) but was not signifi-
cantly different from the maximum (t(4) ¼ 1.31, P ¼ 0.131)
and the sum (t(4) ¼ 0.831, P ¼ 0.226) of two unisensory
activations in high-salience conditions. In contrast, the
BOLD activation in the left IPS with bimodal VH stimuli
was not significantly different from the mean (t(4) ¼ 1.16,
P ¼ 0.155) and the maximum (t(4) ¼ 0.06, P ¼ 0.477) of
two unisensory activations but was marginally different
from the sum (t(4) ¼ 1.97, P ¼ 0.06) of two unisensory acti-
vations in low-salience conditions. We can see that none of
the bimodal visuo-haptic object-selective regions passed
the superadditivity criterion in either high- or low-salience
condition. For the comparison with the group data, the
results from the group-based analysis are shown in Figure
6b, presenting similar patterns to those from individual-
based analysis (Fig. 6a).

To assess the rule of inverse effectiveness in our present
data, we calculated the difference of BOLD activations
between high- and low-salience levels in V, H, and VH
conditions (Fig. 7a). The results show that the multisen-

sory enhancement increases as the effectiveness of the
modality-specific stimulus increases, surprisingly showing
the opposite direction of the rule of inverse effectiveness
(enhanced effectiveness). The BOLD differences in the left
LOtv between high- and low-salience levels of the visual-
specific (V) condition and the haptic-specific (H) condition
were significantly smaller than that of the bimodal (VH)
condition (t(5) ¼ 3.31, P < 0.0213 for V,
t(5) ¼ 4.15, P < 0.00892 for H). The BOLD difference in the
left aFG between high- and low-salience levels of the vis-
ual-specific (V) condition was marginally different from
that of the bimodal (VH) condition (t(4) ¼ 2.67, P ¼ 0.056)
and the haptic-specific (H) condition had a significantly
smaller BOLD difference than in VH condition between
high- and low-salience levels (t(4) ¼ 8.98, P < 0.001). In the
left IPS, only BOLD difference between high- and low-sali-
ence levels of the visual-specific (V) condition was signifi-
cantly smaller than that of the VH condition (t(4) ¼ 3.24, P
< 0.0317), but there was no difference found between H
and VH conditions (t(4) ¼ 1.16, P ¼ 0.31). For the compari-
son with the group data, the results from the group-based
analysis are shown in Figure 7b, presenting similar pat-
terns to those from individual-based analysis (Fig. 7a).

We also performed an investigatory whole-brain group-
average SPM analysis on the experimental runs to assess
whether other brain regions showed a pattern of enhanced
effectiveness. This SPM analysis produced no significant
clusters at an FDR threshold of q ¼ 0.01 (t(9063) > 3.94) and
a cluster size threshold of 4 voxels, likely due to the small
sample size.

DISCUSSION

Consistent with previous research [Amedi et al., 2001,
2002; Culham and Kanwisher, 2001; Grefkes et al., 2002;
James et al., 2002; Peltier et al., 2007; Pietrini et al., 2004;
Stilla and Sathian, 2008; Stoesz et al., 2003; Zhang et al.,
2004], the present study confirmed the involvement of the
lateral occipital cortex (LOtv) and IPS in the left hemi-
sphere in both visual and haptic shape processing. Addi-
tionally, the present study also discovered an area in the
left anterior fusiform gyrus (aFG) that was recruited with
both haptic and visual discrimination, and was found con-
sistently across subjects.

Yet, as we introduced earlier, the recruitment of these
areas for both haptic and visual object recognition only
implies areal convergence of haptic and visual inputs, not
neuronal convergence. By comparing unimodal stimula-
tion conditions (V, H) with a bimodal stimulation condi-
tion (VH), we were able to assess neuronal convergence.
Similar to some recent studies of audio-visual multisen-
sory integration using fMRI [Beauchamp et al., 2004, 2008;
Hein et al., 2007; Kayser et al., 2005; van Atteveldt et al.,
2004, 2007], we found no evidence of superadditivity (sum
rule, V þ H < VH). At high salience, the VH stimulus was
at best additive (V þ H ¼ VH), and at low salience, it was
subadditive (V þ H > VH). Although the VH stimulus in

TABLE II. Individual visuo-haptic object-selective ROIs
in the functional localizer runs

ROI Participant Talairach coordinate

(x, y, z)
L LOtv P1 $ 42, $ 77, 3

P2 $ 35, $ 65, 2
P3 $ 45, $ 68, 17
P4 $ 41, $ 65, $ 7
P5 $ 38, $ 72, $ 3
P6 $ 42, $ 57, $ 1

L aFG P1 $ 38, $ 46, $ 15
P2 $ 24, $ 39, $ 12
P3 $ 42, $ 34, $ 20
P4 $ 25, $ 41, $ 18
P5 $ 38, $ 49, $ 13

L IPS P1 $ 28, $ 82, 43
P2 $ 37, $ 34, 56
P3 $ 30, $ 44, 50
P4 $ 24, $ 56, 57
P6 $ 38, $ 35, 48

P (Boferroni corrected) < .05, t(700) > 4.87
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Figure 4.
Localization of object-selective
brain regions. The upper panel (a)
shows group-average statistical
parametric maps (SPMs) of object-
selective brain regions on lateral,
posterior, and ventral views of an
inflated cortical model of the brain.
Visual object-selective brain regions
are shown in yellow, and haptic
object-selective brain regions are
shown in blue. Green areas repre-
sent brain regions that respond to
both visual and haptic objects. The
middle panel (b) shows group SPMs
of visual-only object-selective brain
regions with a Bonferroni-cor-
rected P value of 0.05 (t > 4.80).
The lower panel (c) shows group
SPMs of haptic-only object-selective
brain region with the same t-statis-
tics of (b). [Color figure can be
viewed in the online issue, which is
available at www.interscience.wiley.
com.]

Figure 6.
Comparison of VH BOLD activation with mean, maximum, and sum criteria. The upper panel
(a) shows the graphs from individually defined ROIs, and the lower panel (b) shows the graphs
from group-defined ROIs. [Color figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

Figure 5.
Activation as a function of region, salience, and stimulus modality. The upper panel (a) shows
the averaged percent BOLD signal changes from individual participant’s ROIs. The lower panel
(b) shows percent BOLD signal changes extracted from group-defined ROIs. [Color figure can
be viewed in the online issue, which is available at www.interscience.wiley.com.]
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Figure 6.
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the present study passed the mean rule and maximum
rule criteria for some conditions, those criteria are difficult
to interpret when used with fMRI measurements [Steven-
son et al., 2009]. This difficulty is further illustrated in Fig-
ure 6, where the mean and maximum criteria produce
inconsistent outcomes across high and low levels of
salience.

In addition to the criteria shown in Figure 6, we also
applied the principle of inverse effectiveness to our three
regions of interest as an alternative metric to assess neuro-
nal convergence. Rather than inverse effectiveness, inter-
estingly the data showed an opposite effect. With inverse
effectiveness, activation to the combination of two unisen-
sory stimuli is enhanced most when the unisensory com-
ponents are least effective. Neural systems that display
inverse effectiveness appear designed to gain more from
the combination of signals when those signals are weak. In
the present study, we found that the combination of two
unisensory stimuli was enhanced most when the unisen-
sory components were most effective. This effect, to the
authors’ knowledge, has never been reported before in the
visuo-haptic, audio-visual, or audio-haptic multisensory
literature using invasive or noninvasive techniques in
human or nonhuman subjects. We call the effect
‘‘enhanced effectiveness.’’

Although we did not predict that visuo-haptic object-
selective brain regions would show enhanced effective-
ness, there are some explanations for the effect. A majority
of the research on multisensory integration in humans is
based on audio-visual stimulation and activation of the
STS. A majority of the research on animals involves spatial
localization and single-unit responses in the SC. Simply
put, interactions between audition and vision may operate
based on different mechanisms than those between vision
and haptics, multisensory interactions for spatial localiza-
tion may manifest differently from interactions for object
processing, and finally, interactions in STS and SC may be
different from those in occipito-temporal and parietal cor-
tex. All sensory modalities have unique characteristics of
information processing. For instance, when measured
behaviorally, all pairings of sensory modalities show
unique asymmetries related to information transfer [Auv-
ray et al., 2007, 2008; Behrmann and Ewell, 2003; Bensmaia
et al., 2006; Blake et al., 2004; Craig, 2006; Ernst et al.,
2000; Guest and Spence, 2003; James and Blake, 2004;
Shams et al., 2000, 2002; Violentyev et al., 2005]. Our data
suggest that visuo-haptic integration in object-selective cor-
tex is performed in a different manner than audio-visual
or audio-haptic integration in other parts of the brain.

Among the many differences between audio-visual and
visuo-haptic object recognition, one distinct difference is
the redundancy of the information we get from each mo-
dality. When one recognizes an object via vision and audi-
tion, the properties extracted from the object with each
sensory modality are different. For example, the visual
modality is most efficient at decomposing the retinal array
into spatial frequencies and extracting complex form

features. On the other hand, the auditory modality is most
efficient at decomposing the cochlear array into temporal
frequencies and then extracting complex sound features.
Like vision, the haptic modality is efficient at decomposing
the tactile array into spatial frequencies and extracting
complex form features, like contour. Although this is a
simplification, these examples illustrate the possibility that
the processes involved in visual and auditory object recog-
nition may be seen as more complimentary, compared to
the processes involved in visual and haptic object recogni-
tion, which may be seen as more redundant. This is not to
say that the information processed by vision and haptics is
always redundant, or that vision and audition are always
complimentary. For instance, hardness is easily extracted
by haptics, but not vision, and color is easily extracted by
vision and not haptics. In the present study, however, par-
ticipants explored objects that could only be discriminated
by their shape. Thus, the diagnostic features for the task
were redundant across the two sensory modalities. If
shape information is a critical component processed dur-
ing visual and haptic object perception, we may expect to
observe similar results in a condition with auditory shape
presentation. Amedi et al. [2007] reported that the LOtv is
also recruited during auditory object recognition only
when shape information is extracted from visual-to-audi-
tory sensory substitution soundscapes, suggesting that
shape is a critical element that can be shared among differ-
ent sensory modalities to recruit multimodal neurons in
brain regions such as LOtv.

One potential problem with the speculation that
enhanced effectiveness reflects the processing of redun-
dant information across sensory modalities is that the
behavioral data did not show a pattern of enhanced effec-
tiveness, but instead showed inverse effectiveness, as
would be predicted based on previous studies of human
audio-visual integration. Behavioral data, however, do not
reflect the output of a single brain region. Thus, it may be
the case that the bimodal object-selective regions we ana-
lyzed show enhanced effectiveness, because they are pri-
marily involved with processing the shape of objects, a
characteristic that is processed redundantly across vision
and haptics. The behavioral response, on the other hand,
reflects a combination of many processes, not just those of
the object-selective regions we localized.

An alternative explanation for the enhanced effective-
ness may be based on differences in the way that visual,
auditory, and haptic stimuli are delivered to the subject.
With audio-visual combination stimuli, the viewing/listen-
ing time are equated, as are stimulus onset and offset.
With visuo-haptic combination stimuli, there can be a
delay between visual stimulus onset and the time of first
tactile contact, which could not have been perfectly con-
trolled in the present experimental setup. Participants
were instructed to make efforts to start visual and haptic
explorations as simultaneously as possible, but their haptic
explorations could have been initiated later than visual
explorations due to the time needed to reach their hands
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to the stimuli. It should also be noted that the recognition
time for haptics exceeded that for vision (Table I). Thus,
both the onset and offset of stimulus exploration could
have been asynchronous across modalities. Another con-
sideration is that, in the present study, we used pictures of
the objects for visual stimulation instead of having partici-
pants look at their hands touching the real objects. This
could have led to a possible incongruence between the vis-
ual and haptic percepts and may have influenced the pat-
tern of brain activation. In James and Blake’s study [2004],
however, they compared two conditions, one in which
subjects looked at their hands touching a real stimulus
and the other in which subjects looked at a computer-gen-
erated visual stimulus while they touched a real object.
The behavioral results of these two conditions were simi-
lar, suggesting that spatial discrepancy or incongruence
between visual and haptic stimuli may not influence inte-
gration. In a future study, however, it would be valuable
to manipulate the timing of visual and haptic onset and
also the spatial congruence of the visual and haptic stimuli
to assess their effects on sensory integration.

The principle of inverse effectiveness has been widely
reported in the multisensory literature. Recently, however,
several potential problems with the interpretation of
inverse effectiveness have been revealed [Holmes, 2007,
2009]. The first potential problem is regression to the
mean. If responses are conditionalized post hoc based on

their effectiveness, then subsequent responses from that
same neuron or to that same stimulus will regress to the
mean. This phenomenon will inflate the probability of
demonstrating inverse effectiveness purely by chance. If
responses are conditionalized based on a priori experimen-
tal factors, such as the stimulus salience factor used in our
experiment, regression to the mean is not a problem. The
second potential problem is floor and ceiling effects. Both
behavioral and neural systems have limits on performance.
Pilot testing performed prior to our experiments deter-
mined the range of possible stimulus salience levels and
the levels used in this experiment were chosen from the
middle of the range. This ensured that ceiling and floor
effects were not the cause of the effects. The third potential
problem is the choice of units. For instance, changes in
activation represented as a difference score may produce
different results than those same changes represented as a
proportion. Multisensory integration was assessed in our
experiment using several different metrics. In summary,
there are several common problems with the interpretation
of inverse effectiveness. These same problems could also
potentially compromise the interpretation of the new
result shown here, enhanced effectiveness. The design of
our experiment, however, took these potential problems
into consideration.

The use of superadditivity as a metric for assessing mul-
tisensory enhancement is controversial [Beauchamp, 2005;

Figure 7.
BOLD activation difference across salience as a function of stimulus modality and region. The
upper panel (a) shows the results from individually defined ROIs, and the lower panel (b) shows
the results from group-defined ROIs. [Color figure can be viewed in the online issue, which is
available at www.interscience.wiley.com.]

r Visuo-Haptic Integration of Object Shape r

r 689 r



Laurienti et al., 2005; Stevenson et al., 2009]. With single-
unit recordings, superadditivity is more of a descriptive
metric than a metric that is actually used to assess integra-
tion. Multisensory integration in single neurons is defined
with the maximum rule. For instance, if a neuron responds
more with a multisensory stimulus than with either uni-
sensory stimulus, it shows multisensory enhancement.
Unlike single-unit recordings, fMRI measurements are
derived from a vascular response to signaling in a popula-
tion of neurons [Attwell and Iadecola, 2002]. The neurons
in that population will have a variety of response charac-
teristics. For instance, in multisensory brain regions, there
are unisensory and multisensory neurons [Allman et al.,
2009]. Because fMRI measures from heterogeneous popula-
tions of neurons, neuronal convergence of multisensory
inputs cannot be inferred using the maximum rule. A neu-
ronal population that contained unisensory neurons alone
responding to two separate sensory modalities would pro-
duce BOLD activation patterns that would exceed the
maximum criterion [Laurienti et al., 2005; Stevenson et al.,
2007, 2009].

Because the maximum rule cannot be used with fMRI
measures to assess multisensory integration, the use of
superadditivity as a metric for use with fMRI was sug-
gested [Calvert et al., 2000, 2001; Stevenson et al., 2007;
Stevenson and James, 2009]. Theoretically, superadditivity
overcomes the problems associated with the maximum
rule, because the null hypothesis to be rejected when using
superadditivity is that the multisensory activation must
exceed the sum of the two unisensory activations. In prac-
tice, however, superadditivity has been criticized as to
strict a criterion [Beauchamp, 2005]. It is possible that this
is due to another factor, which is that BOLD measure-
ments suffer from an undetermined baseline. That is, for
BOLD fMRI measurements, there exists no clearly defined
absolute ‘‘zero" [Binder et al., 1999; Stark and Squire,
2001]. Because the superadditivity metric contrasts the
sum of two values with a single value, the influence of the
‘‘baseline’’ activation value (which is not zero) on the sum
of the unisensory measurements is double the influence on
the single multisensory measurement. Thus, strictness of
the superadditivity criterion is dependent on the baseline
condition, which may be arbitrarily chosen or show ran-
dom fluctuation between experimental conditions, test ses-
sions, subjects, or testing sites (for more details, see
Stevenson et al. [2009]). Here, we found no evidence of
superadditivity, but we did find evidence of enhanced
effectiveness. Because of the arbitrary strictness of super-
additivity, we suggest that the lack of superadditivity does
not suggest that these brain regions are not integrating
sensory information. Rather, we suggest that the presence
of enhanced effectiveness suggests that these brain regions
are integration visual-haptic sensory information.

One potential issue with our experimental design is that
processing bimodal stimuli may recruit more attentional
resources than processing unimodal stimuli, and therefore,
the object-selective cortices may be activated more during

bimodal conditions than during unimodal conditions. In
the present study, however, we found no difference in the
brain activation between bimodal and unimodal conditions
for low salience, but found greater brain activation in the
bimodal condition for high salience. If bimodal stimuli
draw more attention from participants than unimodal
stimuli, the results would show increased brain activation
during bimodal conditions regardless of the salience of the
stimuli. Thus, the currents results suggest that different
attentional modulation during bimodal and unimodal
shape discrimination cannot account for the patterns of
activation.

There is also a possibility that visual imagery modulates
cortical activation during haptic exploration of our stimuli.
Lacey et al. [2007, 2009] examined the relevance of visual
imagery processes in the LOC and the IPS for visuo-haptic
object representation and proposed a putative model of
modality-independent multisensory shape representation
in LOtv. According to their model, shape information can
be processed either through bottom–up pathways starting
from primary sensory brain regions or through top–down
pathways arising from fronto-parietal brain regions by
means of the modulation of object familiarity. In their
model, bottom–up resources are recruited more with unfa-
miliar objects and top–down resources are recruited more
with familiar objects. In the present study, we used novel
objects that were initially unfamiliar to the participants.
They did, however, practice their tasks with same objects
that were used in the experimental runs, which would
have increased familiarity. Therefore, it is likely that our
tasks recruited both bottom–up and top–down processes
that take place during shape identification.

The three visuo-haptic bimodal object-selective brain
regions in the present study were localized only in the left
hemisphere. Considering that participants used both
hands for palpation, this finding may suggest that visuo-
haptic multisensory object processing is lateralized more
strongly to the left hemisphere. However, it should be
noted that we used the conservative Bonferroni correction
for multiple tests on the individual SPMs. With less con-
servative correction, we found a similar network of visuo-
haptic object-selective brain regions in the right hemi-
sphere, but weaker than that in the left hemisphere. ROI
analyses on these right hemispheric cortical regions
revealed a similar pattern of activation to those on the left
visuo-haptic object-selective cortical regions, but the over-
all cluster sizes were smaller and effects were weaker than
in the left hemisphere.

Another brain region that has been investigated thor-
oughly in both macaque monkeys and humans for its
involvement in multisensory integration, but that was not
included as one of our ROIs, is the superior temporal sul-
cus (STS). A majority of the research on STS has used
audio-visual stimulation, but at least one study [Bruce
et al., 1981] has shown that macaque STS is sensitive to
somatosensory, visual, and auditory stimulation. Likewise,
a recent fMRI study [Beauchamp et al., 2008] showed that
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posterior STS in humans also responds to all three modal-
ities: audition, vision, and touch. Thus, STS is an impor-
tant site of polysensory integration. But, STS did not show
evidence of visual and haptic convergence in the present
study. This discrepancy is likely due to the type of stimuli
used in the different studies. The present study used
object stimuli, whereas other studies used basic stimuli,
such as vibrations and tones of different frequency.

CONCLUSION

Our results demonstrate that visual and haptic sensory
inputs converge on common object-selective brain sites in
the occipital, temporal, and parietal cortices to process
object shape. Using the principle of inverse effectiveness
as a criterion to assess visuo-haptic multisensory integra-
tion, we found evidence of multisensory integration in
these brain regions. The direction of the effect, however,
was the opposite of that predicted. As the effectiveness of
the unisensory component stimuli increased, so did the
multisensory gain with the combination stimulus. We
called this effect ‘‘enhanced effectiveness.’’ Future studies
should consider the utility of inverse and enhanced effec-
tiveness as tools for assessing multisensory integration in
addition to more established metrics such as
superadditivity.
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