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13.1 Introduction

Visual object recognition is pervasive and central to many aspects of human
functioning. In adults, it seems effortless and nearly automatic. Despite the ease
with which we perceive and identify objects, however, computer simulations of
object recognition have been largely unsuccessful at mimicking human recognition.
Simulations can succeed in constrained environments, but cannot match the flexibil-
ity of the human system. One reason machine vision may have had limited success
outside of highly constrained contexts is that visual recognition is an extremely
difficult computational problem (Lennie, 1998). Another reason, however, may be
that computational approaches have largely restricted themselves to modeling the
visual system in isolation from other sensory and motor systems, whereas human
visual recognition is embedded in interactions between multiple sensory systems
(Clark, 1997; de Sa and Ballard, 1998). Although research of multisensory phe-
nomena has a long history (Molyneux, 1688), research into the neural mechanisms
of sensory processes in humans and other primates has been dominated in recent
years by investigations of unisensory visual function. This has led to a relative
paucity of empirical data from – and theoretical treatment of – other sensory sys-
tems and, perhaps most importantly, interactions between multiple sensory systems.
Our goals in this chapter are twofold. First, we describe an influential theoretical
perspective on the organization of the cortical visual system, the two visual streams
theory, and apply that perspective to interactions between visual and haptic object
shape processing. Second, using a new methodology, we assess neuronal conver-
gence of visual and haptic inputs in regions considered part of those two separable
pathways.
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13.2 Visual Cortical Pathways for Action and Perception

For almost three decades, one of the most dominant theories of visual system
organization has been the two visual streams theory (Goodale and Milner, 1992;
Ungerleider and Mishkin, 1982). There are two prominent sets of visual projec-
tions in the primate cerebral cortex: the ventral stream, which arises in area V1 and
projects to the inferotemporal cortex, and the dorsal stream, which also arises in
area V1 and projects to the posterior parietal cortex (Baizer et al., 1991; Morel and
Bullier 1990; Ungerleider and Mishkin, 1982; Young, 1992). In the early 1990s,
Goodale and Milner (Goodale and Milner, 1992; Milner and Goodale, 1995) argued
that the ventral stream plays the major role in constructing our perceptual represen-
tation of the visual world and the objects within it, while the dorsal stream mediates
the visual control of actions that we direct at those objects. This idea was differ-
ent from the initial conceptualization of “what–where” dual pathways (Ungerleider
and Mishkin, 1982). The what–where hypothesis suggested that both streams were
involved in perception, but different aspects of perception. The ventral (what) stream
was intimately involved in identifying objects, whereas the dorsal (where) stream
was involved in locating them in space.

In the Goodale and Milner model, the same information (that is, the same rudi-
mentary features of objects) is processed by both streams, but for different purposes.
In other words, the input to both streams is the same, but the outputs are different.
Because the inputs are the same and the outputs are different, the calculations and
transformations that each stream performs on the input must be different. In the case
of the ventral stream, object features and parameters are transformed in such a way
that it produces our phenomenological experience of the world, allowing us to delib-
erate and reason about our choice of actions. In the case of the dorsal stream, the
same object information is transformed in such a way that it is useful for controlling
those actions.

Some of the most compelling evidence for Goodale and Milner’s perception–
action hypothesis has come from studies of patient DF, a young woman who suffered
irreversible brain damage in 1988 as a result of hypoxia from carbon monoxide
poisoning (Milner et al., 1991). Studies of DF’s visual abilities have shown that DF
is unable to report the size, shape, and orientation of an object, either verbally or
manually. On the other hand, an analysis of her visuo-motor abilities demonstrates
that she shows normal pre-shaping and rotation of her hand when reaching out to
grasp the same objects. In other words, DF is able to use visual information about the
location, size, shape, and orientation of objects to control her grasping movements
(and other visually guided movements), despite the fact that she is unable to perceive
and report those same object features. As a concrete example of this dissociation, DF
can orient her hand correctly to grasp a rectangular plaque that is placed in front of
her at different orientations, as assessed by biomechanical measurements. However,
when presented with those same plaques and asked to report the orientation without
acting on the object, she cannot do it (Goodale et al., 1991). In fact, she cannot
even judge whether a grating stimulus presented on a computer screen is vertical or
horizontal (Humphrey et al., 1995).
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Structural MRI of DF’s brain shows that her lesion is relatively focal and is
located bilaterally in an area known as the lateral occipital complex (LOC) (James
et al., 2003). The LOC has been studied in healthy individuals for almost 15 years.
The LOC is a region on the lateral surface of the cortex at the junction of the occip-
ital and temporal lobes (Malach et al., 1995). The results of many studies have
confirmed that the LOC produces more activation with intact objects than with any
other class of control stimuli tested. Although the mechanisms of object recogni-
tion are unknown and remain the source of intense study, researchers agree that the
LOC is intimately involved in visual object recognition, categorization, and naming
(Grill-Spector et al., 2001; James et al., 2000; Kourtzi et al., 2003). The location of
DF’s lesion site and her inability to recognize objects suggests not only that the LOC
is involved in visual object recognition but also that an intact LOC is necessary for
recognition of objects.

Although the lesion to DF’s occipito-temporal cortex was relatively focal, there
was evidence of smaller scale atrophy throughout the brain, as indicated by enlarged
sulci and ventricles (James et al., 2003). Despite the abnormal structural appearance
of the atrophied regions, however, BOLD responses from those regions appeared
normal. This was in dramatic contrast with the lesion sites, in which the signal
resembled those from cerebral spinal fluid, that is, there was no BOLD response.
One of the areas that showed striking similarity of functional response between DF
and healthy control subjects was the intraparietal sulcus (IPS). In humans and other
primates, the IPS has been implicated in planning object-directed actions and spa-
tially representing the environment (Culham and Valyear, 2006; Culham et al., 2006;
Frey et al., 2005; Grefkes and Fink, 2005). DF is able to use visual input to guide her
object-directed actions, such as reaching and grasping. When she performed grasp-
ing actions in the MRI, BOLD activation in her IPS region resembled activation seen
in healthy control subjects (James et al., 2003). Thus, DF’s case provides clear and
converging evidence from behavioral and neuroimaging measures for a separation
of function between the dorsal and the ventral visual cortical streams.

The idea of two separate processing pathways, either the what–where hypothesis
or the action–perception hypothesis, has been extremely influential in the study of
vision, but it has also influenced the study of other sensory systems. A dual-streams
approach has been adopted by other researchers to explain the organization of the
auditory system (Arnott et al., 2004; Hickok and Poeppel, 2004; Saur et al., 2008)
and somatosensory system (Dijkerman and de Haan, 2007; James et al., 2007; Reed
et al., 2005).

13.3 Converging Visual and Somatosensory Pathways

Like the visual system, the somatosensory system is organized hierarchically and
potentially into two or more separate pathways. There are at least three differ-
ent two-stream hypotheses that describe the organization of the neural substrates
involved in haptic exploration of the environment and, specifically, exploration of
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Fig. 13.1 Three two-stream models of haptic object processing. Light gray arrows represent
visual streams originating in posterior occipital cortex. Dark gray arrows represent somatosen-
sory streams originating in post-central cortex. Solid arrows denote ventral stream projections,
whereas dashed arrows denote dorsal stream projections. Transparent circles represent zones of
multisensory convergence. Abbreviations: LOC, lateral occipital cortex; IPS, intraparietal sulcus;
INS, insula; PPC, posterior parietal cortex, SII, secondary somatosensory cortex

physical objects (Dijkerman and de Haan, 2007; James et al., 2007; Reed et al.,
2005). The first model (Fig. 13.1a) contends that haptic signals that code object
identity are processed in a ventral pathway, which projects from primary somatosen-
sory cortex to the inferior parietal lobe and prefrontal cortex, whereas haptic signals
that code the spatial location of objects are processed in a dorsal pathway, which
projects from primary somatosensory cortex to the superior parietal lobe (Reed
et al., 2005). This theory is similar to the what–where hypothesis in vision, sepa-
rating the processing of identity from the processing of location (Ungerleider and
Mishkin, 1982).

The second model (Fig. 13.1b) contends that processing of haptic signals for
object recognition and perception is accomplished by a ventral pathway, which
projects from primary and secondary somatosensory cortex to the insula, whereas
processing of haptic signals for motor actions is accomplished by a dorsal pathway,
which projects from primary and secondary somatosensory cortex to the posterior
parietal cortex (Dijkerman and de Haan, 2007). This theory is similar to the visual
action–perception hypothesis, separating the processing of objects for perceptual
judgments and the processing of objects for actions. An important consideration in
this model is the interaction between the dorsal and the ventral pathways. Although
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the visual action–perception hypothesis allows for interactions between the dorsal
and the ventral streams, Dijkerman and colleagues suggest that these interactions
should be stronger for haptic streams than for vision. A second consideration is the
formation of a body representation or body sense. Representations in vision would
tend to be of the external environment, even though the receptors are located within
the body. Representations of one’s own body are completely internal, which may
make this type of representation different from visual representations. A third con-
sideration is that the dorsal and ventral streams for vision and haptics may have sites
of convergence within the cortex, that is, the pathways may converge at specific sites
to integrate information, and these sites may be specific to dorsal and ventral stream
function.

The third model (Fig. 13.1c) specifically addresses the convergence of two haptic
and two visual streams (James et al., 2007). Haptic object processing is organized
into two streams: a ventral stream that projects from the primary somatosensory cor-
tex to the lateral occipito-temporal cortex (LOC) and a dorsal stream that projects
from primary somatosensory cortex to the posterior parietal cortex, specifically the
intraparietal sulcus (IPS). These two cortical sites (LOC and IPS) mark points
of convergence between the visual and the haptic streams of object processing.
Convergence of the dorsal visual and haptic pathways is specialized for processing
multisensory shape cues to plan object-directed motor actions, whereas convergence
of the ventral visual and haptic pathways is specialized for processing multisensory
shape cues for object perception, which in turn allows for deliberation and reasoning
about our choice of actions directed toward those objects.

Findings to support these models come from a combination of behavioural and
neuroimaging studies with patients and healthy subjects, and neurophysiological
single-unit recording in nonhuman primates. In the late 1990s, a group of cross-
modal haptic–visual priming studies (Easton et al., 1997a, b; Reales and Ballesteros,
1999) changed conceptions in cognitive psychology of how object shape may
be represented. In these studies, previous experience with an object facilitated
subsequent performance when naming that object. The important finding was that
(in most cases) the facilitation occurred whether the sensory modalities of the initial
experience and the subsequent test matched or mismatched. The findings of these
studies, and subsequent studies (Newell et al., 2001; Norman et al., 2004), suggested
that a common representation of shape was used by vision and haptics.

Subsequently, several fMRI studies demonstrated that haptic object recognition
recruited areas of putative visual cortex (Amedi et al., 2001; James et al., 2002; Reed
et al., 2004; Sathian et al., 1997), suggesting an overlap of visual and haptic neural
representations for objects. The visual cortical region most consistently recruited
in these studies was a sub-region of the LOC, which has been labeled by some as
LOtv, for tactile–visual (Amedi et al., 2002). The visual and somatosensory systems
process many characteristics of objects. One of the most salient characteristics of
objects is their shape (texture is also salient, but shape seems to be the most salient).
The results of a number of studies suggest that the key characteristic of objects that
leads to recruitment of LOtv is their shape (Amedi et al., 2007; James et al., 2002;
Stilla and Sathian, 2008). Some studies also suggest that shape is the most important
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characteristic for IPS (Culham et al., 2006; Grefkes et al., 2002; Kitada et al., 2006;
Peltier et al., 2007). Thus, the processing in LOtv (and perhaps IPS) may not be
“visual” or even “visuo-haptic,” but instead may be “metamodal.” In other words,
shape information may be processed in LOtv regardless of input modality (Amedi
et al., 2007; Pascual-Leone and Hamilton, 2001).

Behavioral data collected from patients with visual agnosia converge with these
neuroimaging findings (Feinberg et al., 1986; James et al., 2005; Morin et al., 1984;
Ohtake et al., 2001). For instance, patient DF’s lesion in the occipito-temporal cortex
overlaps with the location of LOC in healthy subjects and has impaired her ability
to name or match objects visually, especially when those judgments must be made
based on an object’s shape (Humphrey et al., 1994; James et al., 2003). However,
DF’s haptic object recognition ability is also impaired compared to healthy subjects.
On three separate tasks, old/new recognition, sequential matching, and paired asso-
ciates, DF was equally impaired when using vision or haptics (James et al., 2005).
In addition to these patient lesion data, transcranial magnetic stimulation (TMS) has
been used to produce “transient virtual lesions” in the cortex of healthy individuals.
Disrupting neural processing in the occipital cortex caused impairments on a tac-
tile orientation discrimination task (Zangaladze et al., 1999). Taken together, these
behavioral and neuroimaging findings from patients and healthy subjects converge
to suggest that the visual and haptic systems share overlapping neural substrates for
object recognition based on shape analysis (Amedi et al., 2005; James et al., 2007).
The most likely candidate for that neural substrate is the LOtv, which resides in what
is considered the ventral perceptual stream of visual processing.

Even more intuitive than the convergence of vision and haptics for the recog-
nition of objects is the convergence of vision and haptics for manual interaction
with objects. Haptic feedback plays a large role in the calibration of visuo-motor
actions (Coats et al., 2008). Neuroimaging studies have shown that at least one
area of the intraparietal sulcus (IPS) is involved in bi-modal visuo-haptic process-
ing of shape or geometric properties of objects (Bodegard et al., 2001; Culham and
Kanwisher, 2001; Grefkes et al., 2002; Peltier et al., 2007; Roland et al., 1998;
Zhang et al., 2004). The IPS is also intimately involved in the planning and exe-
cution of sensorimotor actions, including eye movements, pointing, reaching, and
grasping (Culham and Valyear, 2006; Grefkes and Fink, 2005). Of particular rele-
vance are the anterior and middle aspects of the IPS. The functional significance of
these areas is broad, including the preparation of grasping movements, sensitivity
to visual or haptic input, and the processing of object shape and size. Patients with
damage to IPS can suffer from tactile apraxia, which is characterized by an inability
to recognize objects haptically due to inappropriate use of exploratory movements
(Binkofski et al., 1998, 2001; Pause, 1989). These converging lines of evidence have
led researchers to conclude that IPS is a site of convergence for several inter-related
sensorimotor processes that rely on visual, haptic, and motor information to analyze
object shape.

Data from nonhuman primate single-unit recordings strongly support the claim
for bi-modal visual and somatosensory processing in IPS (Buneo et al., 2002;
Murata et al., 2000; Taira et al., 1990), which is considered homologous with IPS



13 Dorsal and Ventral Cortical Pathways 237

in humans (Grefkes and Fink, 2005; Grefkes et al., 2002). Support for bi-modal
processing in LOtv from single-unit recording data, however, is much less sure.
One issue is that a nonhuman primate homologue for LOtv has not been established
(Tootell et al., 2003). But, despite the issue of homology, there is some evidence that
neurons in the ventral visual stream of nonhuman primates do receive both visual
and tactile inputs (Maunsell et al., 1991). Thus, the current state of research into
visual and haptic shape processing pathways in humans suggests that each sensory
system has two functionally specialized cortical pathways, and these pathways con-
verge on at least two separate cortical locations, LOtv and IPS. LOtv is involved
in visual and haptic processing of shape information for the purpose of recognition
and perception, whereas IPS is responsible for processing visual and haptic shape
information for the purposes of guiding object-directed actions. What has not been
directly tested, however, is the manner in which signals from the two sensory inputs
are combined or integrated in these areas.

13.4 Measuring Neuronal Convergence with BOLD fMRI

When describing the convergence of sensory inputs onto brain regions, researchers
in the field of multisensory neurophysiology distinguish between two types of
convergence: areal convergence and neuronal convergence (Meredith, 2002). In
describing the research on convergence of visual and haptic inputs in the preced-
ing sections, this distinction was not made. Areal convergence describes the case
when different sensory inputs project to neurons in the same brain region, but do not
synapse on the exact same neurons. Because the inputs do not synapse on the same
neurons, there is no interaction or integration of the inputs. Neuronal convergence,
on the other hand, describes the case when inputs from different sensory systems
project to the same neurons. By synapsing on the same neurons, the inputs interact at
the neural level and can be integrated. Areal convergence and neuronal convergence
are relatively simple to dissociate with single-unit recording. If a neuron changes its
activity when the animal is simultaneously stimulated through two sensory modali-
ties compared to only one, then the neuron is integrating those inputs (Meredith and
Stein, 1983; Stein and Stanford, 2008). Because single-unit recording is difficult
or impossible to perform in humans, multisensory integration in the human brain
has been investigated using functional neuroimaging techniques. Because BOLD
fMRI activation is measured from clusters of voxels that represent large popula-
tions of neurons, distinguishing between areal and neuronal convergence with fMRI
invokes a different set of criteria than with single units. Because fMRI is a newer
methodology than single-unit recording, these criteria are not as well established.

One issue with predicting the strength BOLD activation with multisensory stim-
uli is that populations of neurons in known multisensory cortical regions contain
unisensory as well as multisensory neurons (Barraclough et al., 2005; Benevento
et al., 1977; Hikosaka et al., 1988). Under this assumption, the null hypothesis to
be rejected is that a multisensory stimulus produces activation equivalent to the



238 T.W. James and S. Kim

sum of that produced by the unisensory components (Calvert et al., 2000; Laurienti
et al., 2005). This is because the combination stimulus should excite the unisensory
neurons at least as effectively as the component stimuli. Only if the combination
stimulus produces more activation than this additive null hypothesis (“superadi-
tivity”), do the results imply an interaction between sensory streams. Based on
the known neurophysiology, the most likely interpretation of an interaction is that
there is a third pool of multisensory neurons in the population, in addition to the
two unisensory pools. To be clear, this hypothetical third pool of neurons includes
any neuron with a response that is not considered unisensory. Thus, the third pool
includes all types of multisensory neurons, including those that show multisen-
sory enhancement and those that show suppression, those with linear or additive
responses with multisensory stimuli, and those with nonlinear responses with mul-
tisensory stimuli. Known sites of multisensory convergence, such as the superior
temporal sulcus (STS) for audio-visual stimuli, have many different types of mul-
tisensory neurons combined with unisensory neurons. Thus, a site like STS should
produce a pattern of activation that rejects the null hypothesis of only two pools of
unisensory neurons. In practice, though, known sites of multisensory convergence
like STS rarely show statistically significant evidence of superadditivity with BOLD
fMRI signals (Beauchamp, 2005b; Stevenson et al., 2007). Thus, other factors must
play a role in determining whether or not BOLD fMRI measurements can detect the
presence of a pool of multisensory neurons.

It is generally understood that BOLD fMRI measurements lack a natural zero
value or well-defined baseline (Raichle et al., 2001; Stark and Squire, 2001).
Because of this constraint, BOLD is considered a “relative” measure of neural acti-
vation, rather than an absolute measure. In other words, only differences in BOLD
response between conditions are meaningful, not the absolute levels. It is possible
that the use of absolute BOLD values in the calculation of an additive criterion
has led to a lack of consistency across studies assessing multisensory integration of
specific brain regions.

The influence of an arbitrary baseline on the superadditive criterion is illustrated
graphically in Fig. 13.2. The two top graphs show raw BOLD data collected in two
different experiments. Because this is a simulation, we can make the data in the two
experiments the same, except for one important factor, which is that experimenters
for the different experiments have chosen to use different baselines (or have done
so unknowingly). In Experiment 1, the baseline is slightly below the “true base-
line” (natural zero), and in Experiment 2, the baseline is slightly above the “true
baseline.” Raw BOLD activation for the multisensory stimulus condition (VH) is
simulated based on a neural population composed of only unisensory visual and
unisensory haptic neurons. Thus, the result of both experiments should be to fail to
reject the null hypothesis. The established practice in fMRI is to convert raw BOLD
values into percent signal change values by subtracting the value of the baseline
condition and then dividing by it. The bottom two graphs in Fig. 13.2 show the data
from the top two graphs after undergoing this transformation. Recall that the only
difference between experiments was the different baseline activation; therefore, dif-
ferences between the left and right bottom graphs are due only to a difference in the
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Fig. 13.2 The influence of baseline activation on the absolute additive criterion. (a) and (b) The
height of stacked bars indicates the contribution of different factors to the raw BOLD signal. Dark
gray bars indicate an arbitrary value added during the reconstruction of MRI images. Horizontal
and vertical lines indicate the contribution of neural activity from visual (V) or haptic (H) sensory
channels, respectively. The light gray bar is the BOLD activation produced by the “baseline” con-
dition. (c) and (d) Percent BOLD signal change calculated based on the different baseline activation
values shown in (a) and (b), respectively. Signal change values are proportional to the difference
between the total height of the stacked bars and the dotted line indicating the level of baseline acti-
vation. The Sum (V,H) is the absolute additive criterion. (c) Superadditivity and (d) Subadditivity

baseline. The signal change values in the two graphs are clearly different. Both of
these experiments would reject the null hypothesis, but the effects are in the opposite
direction. More alarming is that rejecting the null hypothesis would reveal nothing
about the underlying neural populations, but is completely dependent on the activa-
tion of the baseline condition. It is possible that this type of influence may explain
the inconsistency in results from different research groups using superadditivity as a
criterion (Beauchamp, 2005a, b; Beauchamp et al., 2004a, b; Laurienti et al., 2006;
Peiffer et al., 2007; Stevenson and James, 2009; Stevenson et al., 2007).

Because absolute BOLD measurements produce inconsistent results when used
as a criterion for the assessment of multisensory integration, we have recently turned
to using relative differences in BOLD activation. The use of relative differences
alleviates the problem of an indeterminate baseline, because the baseline compo-
nents embedded in the two measurements cancel out when a difference operation is
performed. The null hypothesis for these BOLD differences is similar to absolute
BOLD measurements and follows a similar hypothesis of additivity, that is, the null
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hypothesis is the sum of the two unisensory differences. If the multisensory differ-
ence differs from the null, one can infer an interaction between sensory channels in
the form of a third pool of multisensory neurons using the same logic applied to the
superadditive null hypothesis. The benefit of using differences, however, is that they
are not susceptible to changes in baseline.

BOLD differences can be calculated across any manipulation of the stimulus
or task that produces a systematic, monotonic change in BOLD activation. For
instance, BOLD differences have been successfully used with audio-visual stim-
uli for which the signal-to-noise ratio (SNR) was varied (Stevenson and James,
2009). In that study, unisensory audio and visual stimuli produced less BOLD acti-
vation in the superior temporal sulcus (STS) as stimuli were degraded by lowering
the SNR. Multisensory stimuli also showed less activation with reduced SNR, but
the decrease in activation was not as large as predicted by the null hypothesis.
That is, the BOLD difference for multisensory stimuli was less than the sum of
the two unisensory differences. This effect on multisensory BOLD activation was
called inverse effectiveness, because it resembled an effect often seen in single-unit
recordings taken from multisensory regions. As stimuli are degraded, they are less
effective at stimulating unisensory and multisensory neurons. Because the relative
multisensory gain increases as effectiveness decreases, the effect is called inverse
effectiveness (Meredith and Stein, 1986). Although a pattern of inverse effective-
ness in BOLD activation does not necessarily imply that neurons in that area are
inversely effective, it does imply a difference from the null hypothesis, and thus an
interaction between sensory channels.

13.5 Sites of Visuo-haptic Neuronal Convergence

Although there is considerable evidence for bi-modal visual and haptic processing
of object shape in the primate brain in at least two cortical sites, LOtv and IPS, until
very recently (Tal and Amedi, 2009) a test for neuronal convergence in humans
using fMRI had not been reported. Using the BOLD differences method described
above, we designed an experiment to test for neuronal convergence of visual and
haptic inputs in the LOC and IPS (Kim and James in press). Our stimulus manipu-
lation was to vary the level of stimulus quality. Finding a significant “difference of
differences” across levels of stimulus quality would confirm the presence of multi-
sensory integration, even in the absence of superadditivity. Based on previous results
with audio-visual integration using this method, we hypothesized that the direction
of that difference would be in the direction predicted by inverse effectiveness, that
is, as stimulus quality was reduced, there should be a smaller drop in multisensory
activation than predicted based on the drop in unisensory activation.

We localized ROIs using a standard method that contrasts visual objects (VO)
with visual textures (VT) and haptic objects (HO) with haptic textures (HT) (Amedi
et al., 2001). The visual contrast is the same standard functional localizer used to
isolate the LOC visually (Malach et al., 1995). The haptic contrast typically activates
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a large cluster along the entire IPS. A conjunction of the two contrasts isolates
overlapping regions that are object selective for both sensory modalities. In the ven-
tral stream, the overlapping region is labeled LOtv and is found consistently with
the conjunction contrast. An overlapping region in the dorsal stream is less consis-
tently found with the conjunction contrast (Amedi et al., 2005; Lacey et al., 2009),
perhaps because researchers do not control the parameters of active exploration.
Nevertheless, our use of the conjunction contrast did find statistically reliable clus-
ters of voxels in the IPS. Figure 13.3 shows the two functional ROIs, LOtv and
IPS, localized on the group-average functional data (N = 7) and superimposed on
group-average anatomical images. The analysis used to produce the maps was a
conjunction of four contrasts, HO–HT and VO–VT and HO–VT and VO–HT. This
analysis localizes regions that are bi-modal and object selective and that also have
equal contribution from visual and haptic conditions. Images on the left and right
of Fig. 13.3 are shown at different statistical thresholds. At the more conservative
threshold (Fig. 13.3a, c), the right-hemisphere cluster does not survive. At the more
liberal threshold (Fig. 13.3b, d), the left-hemisphere cluster is much larger than the
right. The same left-hemisphere bias for haptic or visuo-haptic object processing
has been shown in previous studies; however, the significance of the possible lat-
eralization of functional is unknown. We wanted to analyze both the left and the
right hemispheres and wanted to equate the size (i.e., number of voxels) of the
left- and right-hemisphere clusters. Due to the reliable left-hemisphere bias, this

Fig. 13.3 Bi-modal visuo-haptic object-selective regions of interest. The boundaries of the regions
of interest used in the analyses are outlined in bright yellow. The heights of the axial slices in
Talairach space are indicated by the Z = labels
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meant using a different statistical threshold for determining the left- and right-
hemisphere ROIs. Thus, the left-hemisphere ROIs were the yellow-outlined clusters
in Panels A and C and the right-hemisphere ROIs were the yellow-outlined clusters
in Panels B and D. The large, non-outlined clusters in the left hemisphere in Panels
B and D were not analyzed. Importantly, the threshold for the left-hemisphere ROIs
was set at a typically conservative value. A more liberal threshold was used only for
the right-hemisphere ROI. The results of these contrasts were consistent with pre-
vious research suggesting that LOtv and IPS are instrumental in processing object
shape information (Amedi et al., 2005). They are also consistent with previous work
suggesting that LOtv and IPS are sites of convergence for visual and haptic sensory
inputs (James et al., 2007).

To assess inverse effectiveness and superadditivity in these ROIs, we presented
subjects with novel objects from two categories and instructed them to perform a
two-alternative forced-choice decision. Sixteen objects were used. All objects were
created by attaching four wooden geon-like geometric components in a standard
configuration to provide differences in shape information (Biederman, 1987). In
this experiment, only one of the components was diagnostic of category member-
ship. Eight objects in Category 1 had a half-circle-shaped diagnostic component,
and the other eight objects in Category 2 had a triangle-shaped diagnostic compo-
nent (Fig. 13.4a). Each stimulus was 14 cm wide and 9.5 cm long. Texture on the
stimuli was determined by the size of nylon beads that were glued to the surface.
Textures and non-diagnostic features could not be used to perform the 2AFC task.
The purpose of the different textures and non-diagnostic shape components was to
add complexity and variability to the psychological object similarity space and keep
subjects more interested in the task, but subjects were explicitly instructed to use
only the diagnostic shape feature to perform the task. The distribution of textures
and non-diagnostic components was the same across the two object categories.

For visual presentation, a grayscale picture of each stimulus was presented using
an LCD projector and rear-projection screen. Subjects viewed the images using a
rear-face mirror attached to the head coil. Visual stimuli were presented at 12◦ × 8◦

Fig. 13.4 Examples of procedures for degrading stimuli in visual and haptic conditions. Pictures
of an undegraded object (a), a visually degraded object (b), and a haptically degraded object being
palpated (c)
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of visual angle. To establish different levels of salience, a fixed level of external
Gaussian noise was added to the stimuli (Fig. 13.4b) and the stimulus signal contrast
was reduced to two different levels. These levels were calibrated independently for
each individual and reflected their 71 and 89% performance thresholds.

For haptic presentation, an angled “table” was placed on the subject’s midsection.
An experimenter standing in the MRI room delivered tangible stimuli to the subject
by placing them on a designated spot on the table. Subjects palpated the objects
with eyes closed with both hands and were instructed not to lift the objects from the
table. To establish different levels of salience, subjects wore a pair of PVC gloves,
which reduced their tactile sensitivity. Individual 71 and 89% performance thresh-
olds were measured by covering objects with a different number of layers of thick
felt fabric (Fig. 13.4c). The layered fabric further reduced tactile sensitivity, but
unlike the gloves, allowed the experimenter to rapidly change between performance
(or sensitivity) levels.

Subjects and the experimenter both wore headphones and listened for a sequence
of auditory cues that indicated when subjects should start and stop hand move-
ments and when the experimenter should switch out the stimulus. The final design
had two factors: stimulus quality and stimulus modality, with two levels of qual-
ity (high and low) and three modalities (visual [V], haptic [H], and visuo-haptic
[VH]). Seven subjects participated in the experiment. Imaging parameters and data
pre-processing steps were standard and are described elsewhere (Kim and James in
press). Accuracy and reaction time measures showed strong effects of stimulus qual-
ity. In the unisensory conditions, accuracy levels were close to 71% for low quality
and 89% for high quality, the performance levels for which the conditions were
calibrated. Reaction times were also slower for the low quality than high quality
condition.

BOLD activations in left and right LOtv and IPS are shown in Fig. 13.5 for all
conditions in the 2×3 design. The null hypothesis for the additive model is also
presented for each level of stimulus quality and labeled S(V,H). It is apparent from
comparing the VH stimulus condition to the null hypothesis that there is no evidence
of superadditivity in either LOtv or IPS. The VH stimulus condition produced sub-
additive activation in all cases except for the high quality condition in right LOtv,
which was additive. Thus, if superadditivity were the only criterion, we would infer
from these data that LOtv and IPS do not represent sites of neuronal convergence
for visual and haptic sensory inputs.

Figure 13.6 shows the results of the new BOLD differences analysis, performed
on the same data shown in Fig. 13.5. Instead of comparing absolute levels of BOLD
activation, recall that this analysis compares differences in BOLD activation. Thus,
the height of the bars in Fig. 13.6 represents the difference in BOLD activation
between high- and low-signal quality conditions. This difference is represented for
visual (!V), haptic (!H), and visuo-haptic (!VH) stimulus conditions. The null
hypothesis to be rejected is represented by the sum of unisensory differences (i.e.,
S(!V, !H) bar). There is a clear difference between the !VH and S(!V, !H)
for both LOtv and IPS in the left hemisphere. The difference in the right hemi-
sphere is in the same direction, but is less robust. Based on this rejection of the
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Fig. 13.5 BOLD percent signal change as a function of sensory condition, stimulus quality, region
of interest, and hemisphere shown for the following regions: a) left LOtv, b) right LOtv, c) left IPS
and d) right IPS. S(V, H) represented the absolute additive criterion

null hypothesis, we can infer that the underlying neuronal population is not com-
posed of two pools of unisensory neurons: one visual and one haptic. Based on
the neurophysiology of known multisensory areas, a likely inference is that these
two areas contain a mixture of unisensory and multisensory neurons (Meredith and
Stein, 1983, 1986).

Rejection of our null hypothesis, though, simply means that there was a differ-
ence between !VH and the sum of !V and !H. A difference in either direction
implies an interaction between sensory modalities, possibly due to a third pool of
multisensory neurons. But, the direction shown in Fig. 13.6 was unexpected. One
of the general principles of single-unit recordings from multisensory neurons is that
multisensory enhancement increases as the stimuli are degraded in quality. That
is, the gain in activity with a multisensory stimulus over and above the activity
with a unisensory stimulus increases with decreasing quality. Low-quality stimuli
are also less effective at stimulating unisensory and multisensory neurons. Thus,
inverse effectiveness describes the phenomenon that as the effectiveness of a stimu-
lus decreases, the multisensory gain increases. Given that inverse effectiveness is a
known principle of neural activity in multisensory neurons, we predicted that activ-
ity in LOtv and IPS, if the null hypothesis was rejected, would also show evidence of
inverse effectiveness. However, the pattern of change shown in Figs. 13.5 and 13.6
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Fig. 13.6 BOLD differences as a function of sensory condition, region of interest, and hemi-
sphere shown for the following regions: a) left LOtv, b) right LOtv, c) left IPS and d) right
IPS. Differences were calculated as high quality minus low quality. S(!V,!H) represents the
additive-differences criterion. !VH represents the multisensory difference, which is compared to
S(!V,!H) to establish the presence of enhanced or inverse effectiveness

is the opposite. The multisensory gain is stronger for high-quality stimuli than for
low-quality stimuli. It is important to note that the opposite direction of the effect is
not due to an indirect relation between stimulus quality and brain activation (effec-
tiveness). That is, if high-quality stimuli produced less activation in these regions
than low-quality stimuli, then that alone could make the change in gain appear to go
in the opposite direction.

The multisensory gains shown in Figs. 13.5 and 13.6 are clearly stronger with the
high-quality stimuli. This effect is the opposite of that seen with inverse effective-
ness (Meredith and Stein, 1986). Thus, we suggest that this effect should be called
“enhanced effectiveness” (Kim and James in press), because as the effectiveness of
the stimuli is enhanced, the multisensory gain is also disproportionately enhanced.

Both LOtv and IPS showed evidence for integration of visual and haptic sensory
inputs and both LOtv and IPS showed enhanced effectiveness. The effect was in the
same direction in both the left and the right hemispheres, but was much stronger
in the left. The results provide further evidence that the visual and haptic systems
process object shape through two pathways and that LOtv and IPS represent points
of convergence for those two pathways (James et al., 2007). LOtv forms part of
the ventral or perceptual pathway for vision and haptics, and IPS forms part of the
dorsal or action pathway for vision and haptics. The results suggest that integration
of visual and haptic sensory inputs is similar in LOtv and IPS. This result may be
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unexpected, given the emphasis placed on separable processes in the two pathways
(Goodale et al., 1991). However, our results suggest only that the properties of mul-
tisensory convergence are similar in the two regions, not that the underlying neural
processes that rely on that convergence are the same. Although speculative, our data
may suggest that the properties of multisensory convergence are similar in differ-
ent areas of cortex. To more directly test this hypothesis, future studies of neuronal
convergence of visual and haptic sensory channels in ventral and dorsal pathways
should investigate both object recognition and object-directed actions.

13.6 Conclusions

We have reviewed the evidence for separable action and perception pathways in
both the visual and the haptic systems for the analysis of object shape. These sys-
tems converge on at least two neural sites: one in the dorsal action pathway and one
in the ventral perception pathway. We tested these sites of convergence for evidence
of multisensory integration of visual and haptic inputs. In the absence of superaddi-
tivity, we found evidence for multisensory integration (neuronal convergence) using
a new method that employs relative BOLD differences instead of absolute BOLD
values. Dorsal and ventral sites showed the same general pattern of multisensory
integration. This suggests that integration of object shape information in the dorsal
and ventral streams may occur by the same general mechanisms.
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