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Abstract

Theories of visual recognition place different emphasis on the role of non-stimulus factors. Previously, we showed that arbitrary
semantic associations influenced visual recognition of novel objects. Here, the neural substrate of this effect was investigated. During
a visual task, novel objects associated with arbitrary semantic features produced more activation in frontal and parietal cortex than
objects associated with names. Because the task required no semantic retrieval, access to semantics appears to be involuntary. The
brain regions involved have been implicated in semantic processing, thus recently acquired semantics activate a similar network to
semantics learned over a lifetime.
! 2003 Elsevier Ltd. All rights reserved.

Keywords: Object recognition; fMRI; Neuroimaging; Implicit; Semantic

1. Introduction

It is widely known that most of the brain is involved
in the visual recognition of objects (for review, see Ag-
uirre & Farah, 1998; Grill-Spector, Kourtzi, & Kanw-
isher, 2001). Theoretically, this widespread activation
during object recognition represents a combination of
visual (perceptual) and non-visual (semantic) processes
that are involved in recognizing common objects. In
other words, the pattern of activation produced by
viewing an object is a combination of activation from
direct visual stimulation and from associations devel-
oped during previous experience. This idea is described
well by Forde and Humphreys’ (Humphreys & Forde,
2001) hierarchical interactive theory (HIT). According
to HIT, visual objects are processed in a series of in-
teractive stages, including a structural description stage
and a semantic stage. A common practice for investi-
gating brain regions involved in object recognition is to
compare viewing of intact images of objects with
scrambled images (Grill-Spector et al., 2001; Kanwisher,
Chun, McDermott, & Ledden, 1996; Malach et al.,
1995). Scrambling the images destroys the structural

information in the image and a comparison with intact
images isolates brain regions that are sensitive to object
structure. Scrambling the images also disrupts access to
semantic knowledge about the object represented by the
image. Therefore, not only are brain regions isolated
that are sensitive to object structure, but also regions
that are activated by these semantic associations. These
two types of activation, direct activation from visual
stimulation and indirect activation from semantic asso-
ciations, can be separately isolated.

One method of dissociating activation related to di-
rect visual stimulation and semantic associations is to
compare the activation produced by common as op-
posed to novel objects. With this method, brain regions
that are activated by common objects more than by
novel objects are assumed to process semantic infor-
mation associated with the common objects and not
available for the novel objects. Two studies that used
this method (Martin, 1999; Vuilleumier, Henson, Dri-
ver, & Dolan, 2002) revealed a common focus of acti-
vation in the inferior prefrontal cortex, suggesting that
this region is involved in processing the semantic in-
formation as opposed to visual information. One limi-
tation of this method, however, is that novel objects may
produce different patterns of activation because they
are less familiar visually, and not only due to a lack of
semantic associations with them. This problem was
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addressed in one study (Leveroni et al., 2000) in which
participants were familiarized with novel faces before
testing. Activation with these newly learned faces was
compared to activation with famous faces. Similar to the
other two studies (Martin, 1999; Vuilleumier et al.,
2002), Leveroni et al. (2000) found greater activation in
the inferior frontal cortex. These findings suggest that
the inferior frontal cortex provides a significant contri-
bution to the processing of semantic information asso-
ciated with common objects.

Another method of dissociating activation related to
direct visual stimulation and semantic associations is to
compare the effects of perceptual and conceptual prim-
ing. In neuroimaging, priming is usually defined as a
decrease in activation with a stimulus that is brought
about by previous exposure to that same stimulus
(repetition priming) or to a similar stimulus (for review,
see Schacter & Buckner, 1998; Wiggs & Martin, 1998).
Perceptual priming effects arise when the manipulation
of the stimulus between study and test is restricted to the
perceptual attributes of the stimulus, for instance, a
chair seen from two different viewpoints. Conceptual
priming takes place between stimuli that are related
conceptually. For instance, chairs, couches and stools
are perceptually distinct, but are conceptually related
because they are all used for sitting. Examining two
studies that compared conceptual and perceptual prim-
ing (Koutstaal et al., 2001; Vuilleumier et al., 2002) re-
vealed a common site of activation in the inferior frontal
cortex that was affected by conceptual priming, but not
perceptual priming. One limitation of this method is that
conceptually similar items are often perceptually similar
(e.g., a stool is more similar to a chair than to a lamp)
and consequently, a conceptual priming effect may ac-
tually reflect a combination of conceptual and percep-
tual factors. Despite this limitation, these findings
converge with those of the studies comparing common
and novel objects (Leveroni et al., 2000; Martin, 1999;
Vuilleumier et al., 2002) to suggest that an important
neural processing site for semantic associations exists in
the inferior frontal cortex. Also apparent from these
studies is that many regions in addition to the inferior
frontal cortex are recruited for semantic processing for a
particular combination of stimuli and tasks. In fact, for
a particular combination of stimuli and task, the con-
tributing regions are generally quite widespread
throughout the brain.

The purpose of the present experiment was to deter-
mine which neural substrates underlie the activation of
recent associations of semantic information with visual
structural features of objects. Previously, this question
has been investigated by comparing common objects
with novel objects. This method, however, has at least
two limitations: first, in addition to having associated
semantic information, common objects are also more
perceptually familiar than novel objects; second, the

semantic information associated with common objects
tends to be related systematically to the visual features
of those objects. In the present experiment, we circum-
vented these problems by training participants to asso-
ciate clusters of semantic features (arbitrary concepts)
with novel objects. This procedure ensures the inde-
pendence of visual features and semantic features. In
a previous study, we demonstrated that this type of
semantic training was sufficient to produce changes in
behavioral performance on a visual task (Gauthier,
James, Curby, & Tarr, 2003). In that study, participants
associated arbitrary concepts, which were simply clus-
ters of three semantic features (e.g., fast, friendly, hea-
vy), with each of four novel objects. Participants were
divided into two groups; the dissimilar concept group
associated dissimilar arbitrary concepts with each of the
four objects (e.g., fast, friendly, heavy versus loud,
nervous, flexible); the similar concept group associated
similar arbitrary concepts with each of the four objects
(e.g., fast, friendly, heavy versus fast, friendly, loud). To
be precise, any pair of dissimilar arbitrary concepts
shared no common features, whereas any pair of similar
arbitrary concepts shared exactly two out of three se-
mantic features. Despite equivalent exposure to the
objects during training, participants in the dissimilar
group were faster to respond in a sequential matching
task with the trained objects than their counterparts in
the similar group. Finding this relative difference be-
tween the groups suggested that limited semantic train-
ing (under one hour) had a reliable effect on visual
performance. Furthermore, this effect was found using a
visual matching task, a task that requires no explicit
retrieval of the learned semantic features, and was also
found under conditions of verbal interference, suggest-
ing that access to the semantic associations may be au-
tomatic.

The present experiment made use of a condition that
was similar to the dissimilar arbitrary concept condition
from the previous study (Gauthier et al., 2003). For this
semantic (SEM) condition three different semantic fea-
tures and a name were associated with each of four vi-
sually similar novel objects. The SEM condition was
contrasted with a control condition (NAM) for which
participants learned to associate names, but no semantic
features, with a different set of four novel objects. In this
way, the SEM and NAM objects would be equally fa-
miliar and would have names associated with them, but
only the SEM objects would have significant semantic
associations. The names for the SEM and NAM con-
ditions were all proper names, which appear to be dis-
tinct from the common names of objects (for review, see
Semenza, 1997). This seems particularly true in terms of
their semantic associations; common names inherit the
associations of their object counterparts, whereas proper
names, because of the arbitrary manner in which they
are assigned to individuals, are unlikely to maintain a
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consistent set of semantic associations. Another control
condition was a non-trained set of objects (NON); no
training occurred for these objects and therefore the
only exposure was during testing phases of the experi-
ment. All three object sets were similar in regard to their
visual features and were fully counterbalanced across
participants with the three training conditions. There-
fore, only the type of training differed between the sets.

Previous neuroimaging studies investigating the brain
regions involved in processing semantic information
associated with objects have, for good reason, relied
primarily on semantic tasks (for review, see Bookhei-
mer, 2002; Cabeza & Nyberg, 2000; Murtha, Chertkow,
Beauregard, & Evans, 1999). Findings from Gauthier
et al. (2003) indicate that semantic associations can influ-
ence visual judgments during tasks that do not require
explicit semantic retrieval. Therefore, we hypothesized
that brain regions involved in the processing of semantic
associations with objects would be engaged automati-
cally during visual processing of those objects. To this
end, we used a simultaneous matching task; this task has
only a slight memory requirement and certainly does not
require explicit retrieval of semantic associations. We
also hypothesized, based on our review of the literature,
that regions of the inferior frontal cortex would be re-
cruited for processing of the SEM objects more than for
the NAM objects. Support for this last hypothesis
would suggest that recently created associations activate
a similar neural network that is engaged by associations
that are created over a lifetime of experience.

2. Materials and methods

2.1. Participants

Participants were graduate students, postdoctoral
fellows or research assistants in the psychology depart-
ment at Vanderbilt University. All participants reported
that they were right-handed, had normal or corrected to
normal vision, and had no history of neurological dis-
orders. There were five females and seven males, with
ages ranging from 22 to 42 years with a mean age of
28.3. The protocol was approved by the Vanderbilt
University Institutional Review Board.

2.2. Stimuli and procedures

The experiment was conducted in four phases; a
training phase that was preceded and followed by be-
havioral testing phases, which were all followed by the
Neuroimaging phase. Behavioral testing was done be-
fore and after training to measure any changes in be-
havioral performance that may have resulted from the
training. Participants were trained and tested with 12
highly similar novel objects (YUFOs; Fig. 1; images

provided courtesy of Michael J. Tarr, Brown University,
Providence, RI). Some changes were made to the stimuli
and procedures after half (N ¼ 6) of the 12 total par-
ticipants were tested. For Group 1 (N ¼ 6), the three
object sets were presented in the same blue color; for
Group 2 (N ¼ 6), the three object sets were presented in
three different colors, red, yellow and cyan, to make the
different sets more distinctive. Semantic features were
identical for both groups and were chosen to be non-
visual in nature and to be unlikely to arouse vivid visual
imagery (Fig. 1). For Group 1, names were all four-
letter adult men’s nicknames (e.g., Mike); for Group 2,
full names were used that included first, middle and
surname (e.g., Michael Francis Sutherland). Changing
the format of the names was done to equate the amount
of verbal material that the participants had to learn for
the SEM and NAM conditions. The two groups were
first analyzed separately, but after finding significant
relative overlap between the two groups in their patterns
of activation, particularly in hypothesized regions of

Fig. 1. Novel objects, semantic features and proper names. An ex-
ample of a possible combination of training conditions and object sets.
(A) The semantic condition, in which nicknames and semantic features
are learned. (B) The name-only condition, in which proper names are
learned. (C) The non-trained condition. All possible combinations of
object sets and training conditions were used across participants.
Names and semantic features were randomly assigned for each par-
ticipant.
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interest, the groups were collapsed and analyzed to-
gether (see Section 3).

All testing and training was conducted using Macin-
tosh computers and RSVP software (www.cog.
brown.edu/~tarr/RSVP). During training outside of the
scanner, the object and word stimuli were presented on
an iMac computer screen that was positioned approxi-
mately 57 cm from the participant. The dimensions of
the objects varied slightly, but a representative object
was 5.6 cm wide and 7.6 cm tall and thus subtended
approximately 5.6" · 7.6" of visual angle. During the
imaging phase, the objects were presented on two small
LCD screens mounted within a Visuastim XGA goggle
system (MRI Devices Inc., http://www.mrivideo.com)
worn by the participant. The virtual sizes of the screens
were 76.2 · 57.2 cm and they were viewed at a virtual
distance of 120 cm. Thus, the virtual images of the ob-
jects appeared approximately 24.8 · 33.7 cm in size and
subtended approximately 11.7" · 15.7" of visual angle.
For all training and testing, the objects were presented
at the orientation shown in Fig. 1.

2.3. Pre- and post-training test phases

Before the training phase, participants performed a
matching task with the objects to provide a baseline
(non-trained performance). Each trial began with the
presentation of a central fixation cross for 750 ms, fol-
lowed by the simultaneous presentation of two objects,
separated by 8.7" of visual angle from center to center,
for 1200 ms, followed by a fixation cross. Participants
responded with a button press indicating whether the
objects were the same or different. Objects were divided
into three sets of four objects (Fig. 1) for the purposes of
counterbalancing. Pairs of objects were chosen from
within a subset of four objects, not between subsets.
There were 288 trials in total and they were presented in
completely randomized order. Participants were given a
break every 48 trials. Trials timed out after 6 s had
elapsed. The post-training test phase was identical to the
pre-training test phase, but occurred after the training
phase.

2.4. Training phase

During the training phase, participants learned to
associate some of the objects with semantic features and/
or names. The set of 12 objects was divided into three
subsets of four objects each (Fig. 1). Each participant
was trained with two of these three object sets, leaving
the third set as a non-trained control set. With the first
trained set, participants learned to associate a nickname
and three semantic features with each object (e.g., Fig.
1). With the second trained set, participants learned to
associate only a nickname or full name with each object
(Fig. 1). The assignment of object sets to the SEM,

NAM or NON conditions was counterbalanced across
participants. Nicknames (Table 1) were associated with
the SEM objects by participants in both Groups 1 and 2.
For the NAM condition, participants in Group 2 asso-
ciated full names (first, middle and surname) with the
objects, while participants in Group 1 associated nick-
names like those used in the SEM condition. Full names
were used with Group 2 to help equate the SEM and
NAM conditions on the amount of verbal information
that was learned, but seemed to make no difference in
the results. The training was accomplished using three
different types of trials. For ‘‘Show’’ trials, an object was
presented with two or three adjectives and/or a name for
5 s. For instance, an object might be presented together
with the words, ‘‘This one is: MIKE’’, ‘‘FRIENDLY
and LOUD’’. The participants were not required to
make a response for Show trials. For ‘‘Verification’’
trials, an object was shown together with either one or
two adjectives or a name, which remained on the screen
until the participants made a response. For instance, an
object might be presented with the words, ‘‘Is this one:
MIKE’’, or ‘‘Is this one: LOUD and SOFT’’. Partici-
pants responded to Verification trials by pressing one of
two buttons, indicating whether the adjective(s) or name
matched the object or not. For ‘‘Criterion’’ trials, three
objects were presented together with either three adjec-
tives or a name, which remained on the screen until the
participants made a response. For instance, an object
might be presented with the words ‘‘Which one is:
FRIENDLY LOUD and SWEET’’ or ‘‘Which one is:
MIKE’’. Participants responded during the Criterion
trials by pressing one of three buttons, indicating which
of the three objects matched the adjectives or name. The
buttons were mapped onto the numbers 1, 2 and 3,
which were presented below the three objects. For the
Show trials and Verification trials, the number of trials
was fixed. For the Criterion trials, participants in Group
1 were required to reach a criterion of 22 correct re-
sponses per block of 24 trials, while responding to each
trial in under 3000 ms. The speed criterion was changed
to 4000 ms for Group 2, because one participant in
Group 1 required an exceedingly high number of blocks
of trials to reach the 3000 ms criterion, which was
deemed too conservative. Regardless of their perfor-

Table 1
Names used in the NAM and SEM conditions

Nickname Full name

John Jonathan Wesley Abraham
Carl Carlos Richard Baird
Fred Frederick Kyle Drummond
Greg Gregory Childress Forsythe
Bill William Oliver Newell
Dave David Joseph Lamont
Neil Neil Douglas Wallace
Mike Michael Francis Sutherland
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mance on the first block of Criterion trials, participants
were required to perform the second block, thus the
minimum number of Criterion trials that a participant
performed was 48. Participants that performed a maxi-
mum of 480 Criterion trials were excluded from further
testing, however this did not occur for any participants
tested. For Practice and Criterion trials, auditory feed-
back (a beep) was given to participants when an incor-
rect response was made.

The presentation order of these trials was as follows:
Show trials with two features plus a name for each ob-
ject in the SEM were followed by Verification trials with
these same features. Show trials were then performed
with three features plus a name, followed by practice
trials. Show and Verification trials for the NAM con-
dition were interleaved with the trials for the SEM
condition. Even when there was less information to
learn in the NAM condition than the SEM condition
(nicknames only), the number of trials was kept con-
stant across the SEM and NAM conditions. Finally,
Verification trials with the SEM and NAM objects
combined were followed by the Criterion trials. Partic-
ipants performed 20 Show trials and 248 Verification
trials for each of the SEM and NAM conditions. There
were 220 combined trials, split evenly between SEM and
NAM objects. Equal numbers of trials for all trial types
ensured that exposure to the SEM and NAM objects
was a constant. Use of the Criterion trials demonstrated
that, although the NAM associations may have been
easier to learn, retrieval of SEM and NAM associations
was equated by the end of training. More detailed in-
formation about the sequence and number of these trials
can be obtained upon request from the corresponding
author.

2.5. Neuroimaging phase

In the Neuroimaging phase, objects from all three
object sets, SEM, NAM and NON were presented using
a blocked stimulus presentation design. Participants
performed a simultaneous match task on pairs of objects
selected from the same object set. There were 10 match
trials per block, with all pairs in a block selected from
the same object set. Therefore, there were SEM blocks,
NAM blocks and NON blocks, which could be con-
trasted. The order of these blocks was counterbalanced
across runs and across subjects. The timing parameters
of the runs were different for the two groups of six
participants. Group 1 performed four runs that each
began and ended with fixation. Each stimulus block was
20 s in length and block was followed by a 6 s period of
fixation. Each of the 10 trials within a block began with
the presentation of a fixation cross for 500 ms, followed
by the simultaneous presentation of two objects, side by
side, for 1200 ms, followed by a fixation cross for 300
ms. After analyzing the data from Group 1, it was de-

termined that these timing parameters were not optimal.
With only a 6 s fixation period after each 20 s block, the
BOLD signal did not have time to return to baseline.
Therefore, the timing parameters were changed for
Group 2. These changes in timing were not expected to
influence participants’ performance, nor was it expected
to produce qualitative changes in the data; the changes
were implemented to increase the power of our analyses.
Group 2 performed six runs that each began and ended
with fixation. Each stimulus block was 12.8 s and was
followed by a 7.2 s period of fixation. Each of the eight
trials in a block began with the presentation of a fixation
cross for 100 ms, followed by the simultaneous presen-
tation of two objects, side by side, for 1200 ms, followed
by a fixation cross for 300 ms. Both groups responded
on each trial with a button press indicating whether the
two objects were the same or different. The ordering of
the stimulus presentation blocks was counterbalanced
across runs.

2.6. Imaging parameters and analysis

All imaging was done using a 3-T, whole body GE
MRI system and a birdcage head coil located at the
Vanderbilt University Medical Center (Nashville, USA).
The field of view was 24 · 24 · 14.0 cm (or
24 · 24 · 12.6), with an in-plane resolution of 64 · 64
pixels and 20 (18) contiguous oblique axial scan planes
per volume (whole brain), resulting in a voxel size of
3.75 · 3.75 · 7.0 mm. Images were collected using a T2*-
weighted EPI acquisition (TE¼ 25 ms, TR¼ 2000 ms,
flip angle¼ 70") for blood oxygen-level dependent
(BOLD) based imaging. High-resolution T1-weighted
anatomical volumes were also acquired using a 3-D fast
spoiled grass (FSPGR) acquisition (TI¼ 400 ms,
TE¼ 4.18 ms, TR¼ 10 ms, FA¼ 20").

The imaging data were pre-processed using the Brain
Voyager# 3-D analysis tools. The anatomical volumes
were transformed into a stereotactic space that was
common for all participants (Talairach & Tournoux,
1988). Functional volumes for each subject were aligned
to the transformed anatomical volumes, thereby trans-
forming the functional data into a common brain space
across participants. Functional data underwent 3-D
motion correction, 3-D spatial gaussian filtering
(FWHM 6 mm), temporal gaussian filtering (FWHM 2
s), and linear trend removal.

The imaging data were analyzed using the Brain
Voyager# multi-study general linear model (GLM)
procedure. This procedure allows the correlation of
predictor variables or functions with the recorded acti-
vation data (criterion variables) across scanning ses-
sions. Data were analyzed separately for each group
(N ¼ 6) of participants and on the combined sample
(N ¼ 12). The predictor functions were a series of
gamma functions (D ¼ 2:5, s ¼ 1:25) spaced in time
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based on the blocked stimulus presentation paradigm of
the particular run being analyzed (Boynton, Engel,
Glover, & Heeger, 1996). In other words, the predictors
represented the stimulus protocol boxcar functions
convolved with the appropriate gamma function.

3. Results

3.1. Training data

All 12 participants passed the criterion test, in which
they were required to achieve 22 correct responses in a
block of 24 trials, with all trials being completed in
under 3000 ms (Group 1) or 4000 ms (Group 2). The
median number of blocks of trials required to reach
criterion was four (96 trials); the median number of
blocks for Group 1 was four and for Group 2 was five
(120 trials). At the end of training, there was a small, but
significant difference in accuracy during Verification
trials between the SEM and NAM conditions, with
higher accuracy for the NAM objects than for SEM
objects (tð11Þ ¼ 2:53, p < 0:05). This difference was dri-
ven mainly by a reliable accuracy difference (6%) be-
tween the SEM and NAM conditions (tð5Þ ¼ 2:43,
p < 0:05) for participants in Group 1 (which learned
only nicknames for the NAM condition). A non-sig-
nificant effect in the same direction for Group 2 was
almost completely driven by a large difference (25%) in
only one participant. These data suggest that, as ex-
pected, associating full names with the objects was
somewhat more difficult than associating nicknames
with the objects, and thus helped equate the training
difficulty of the NAM condition with the training diffi-
culty of the SEM condition.

The pre- and post-test accuracy and reaction time data
were analyzed using a two-way analysis of variance
(ANOVA) with test (pre/post) and training condition
(SEM/NAM/NON), as predictor variables. One partici-
pant’s pre-test data were lost due to a computer error and
consequently, this participant was excluded from the
analysis comparing pre- and post-test performance. For
accuracy, there was a significant main effect of test
(Fð1;9Þ ¼ 28:2, p < 0:001, MSE ¼ 0.00065), with post-test
judgments being made more accurately than pre-
test judgments. There was also a significant main effect of
test for reaction time (Fð1;9Þ ¼ 15:6, p < 0:005, MSE ¼
10477), with post-test judgments being made faster than
pre-test judgments. These findings are summarized in
Fig. 2A, which depicts the performance enhancement
between pre- and post-test for both accuracy and reac-
tion time. Although there appears to be a trend for an
interaction in accuracy between condition and test, the
interaction effect did not reach significance (Fð2;11Þ ¼
1:02, n.s.) and in fact, the lower enhancement for the
SEM condition was due mostly to high pre-test accuracy.

3.2. Imaging data

For the main contrast of interest, SEM>NAM, the
overall analysis and both group analyses produced
overlapping activation in the left inferior frontal cortex
(tð11Þ > 3:0, p < 0:012), a region that was predicted to be
involved with processing the SEM objects. The posterior
parietal cortex was also activated in all three analyses.
The only region that reached significance in the overall
analysis but that was only significant in one of the two
group analyses was the post-central gyrus, which was
highly active only for Group 2. A few other regions were
activated in one group or the other, but failed to reach
significance in the overall analysis, including activation
in the fusiform gyrus for Group 1. Finally, Group 2

Fig. 2. (A) Performance enhancement between pre- and post-test.
Change in accuracy is plotted on the left axis and change in reaction
time is plotted on the right axis. For both axes, increasing values
represent an increase in performance from pre- to post-test. Error bars
represent standard error calculated for a single-sample t-test. (B) Mean
accuracies and reaction times collapsed across conditions. Accuracy is
plotted on the left axis and reaction time is plotted on the right axis.
Error bars are standard error of the mean.
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produced below threshold (tð11Þ ¼ 2:0, p < 0:06)
NAM<SEM activation bilaterally at the temporal pole
(coordinates ±52, 12, )15) that was not seen in Group 1.
These interactions are likely a result of the slightly dif-
ferent training procedures used with Groups 1 and 2 or
even due to individual differences between the partici-
pants. The important point is that most of the regions
that activated in the overall analysis were activated in
both group analyses, even though the power of these
analyses was much lower than the overall analysis.

A contrast comparing the SEM condition and the
NAM condition from the matching task data for all 12
participants produced the activation map shown in Fig.
3. These two conditions were matched on the amount of
experience with each object, but the type of experience
differed. There were no significant clusters of voxels that
showed greater activation for NAM objects than for
SEM objects, even at a relatively low statistical thresh-
old (tð11Þ > 2:0, p < 0:06, uncorrected) even though, as
described above, Group 2 by itself did produce a
NAM>SEM effect at this threshold. There were clusters
of voxels that showed significantly greater activation for
SEM objects than for NAM objects (indicated in red).
These clusters of voxels are detailed in Table 2. Yellow
circles (Fig. 3) indicate regions of the left inferior frontal
cortex (LIF) which, consistent with our hypothesis,
produced significantly more activation (tð11Þ ¼ 4:69,
p < 0:001) when participants matched SEM objects than
when they matched NAM objects.

The SEM condition was also contrasted with the
NON condition. Participants were not given the same
visual experience with these objects that was available to
them for the SEM condition. Table 3 details the clusters
of voxels for this contrast. In short, SEM objects pro-
duced more activation than NON objects in inferior
frontal and parietal locations (tð11Þ > 3:0, p < 0:015).
The LIF ROIs for the SEM–NAM and SEM–NON
contrasts were non-overlapping, which suggests that the
functional anatomy of the LIF is not homogenous. In
addition to these anterior ROIs, NON objects produced
more activation than the SEM objects in occipital re-
gions, which may have been due to the difference in
familiarity between the SEM and the NON objects and
may be related to repetition priming effects, which also
have an occipital locus (Cabeza & Nyberg, 2000; Sch-
acter & Buckner, 1998; Wiggs & Martin, 1998), or may
have been due to increased scrutiny of the NON objects
because of their novelty.

Finally, the NAM condition was contrasted with the
NON condition. Although the participants had far
greater experience with the NAM objects than the NON
objects, there were no brain regions that produced more
activation to NAM objects than NON objects, even at a
relatively low statistical threshold (tð11Þ > 2:0, p < 0:06,
uncorrected). There were, however, several regions in
the medial temporal lobe that produced more activation
for NON objects than NAM objects, which may have
been due to the novelty of the NON objects.

4. Discussion

Novel objects that were associated with semantic in-
formation (SEM) produced more activation in the left
inferior frontal cortex (LIF) than either non-trained
(NON) novel objects or novel objects that were associ-
ated with people’s names (NAM). Furthermore, this
effect was found when participants engaged in a simul-
taneous visual-matching task, a task that requires no
explicit recall of the associated knowledge. Many pre-
vious neuroimaging studies of semantic encoding, re-
trieval and generation have found semantic-related
activation in the LIF (for review, see Bookheimer, 2002;
Cabeza & Nyberg, 2000; Murtha et al., 1999). More
specifically, several studies of object recognition have
determined that the LIF may contribute to the pro-
cessing of the meaning associated with objects (Ko-
utstaal et al., 2001; Leveroni et al., 2000; Martin, 1999;
Vuilleumier et al., 2002). Our findings provide con-
verging evidence that the LIF is involved in processing
semantic features associated with objects. More specifi-
cally, although the LIF has previously been found to
process semantic associations learned over a lifetime and
which are consistent with one’s entire body of semantic
knowledge, we have shown that the LIF is also engaged

Fig. 3. Brain regions involved in processing artificial concepts. Brains
are ‘‘inflated’’ representations of the cortical surface. Light grey areas
represent gyri and dark grey areas represent sulci. The two images on
the left are lateral views and the two images on the right are anterior
medial views. Activation maps represent a contrast between SEM and
NAM conditions. All significant activations represent brain regions
where SEM>NAM. Descriptions of numbered regions are given in
Table 2. Yellow circles indicate regions in the inferior frontal cortex.
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by recent and arbitrary associations. Moreover, by
manipulating the semantic information associated with
each object set independent of their visual features, we
find more direct support for the processing of semantic
associations in the LIF. This does not imply, however,
that the LIF would respond to all arbitrary associations.
The semantic features in our study were familiar and
associating novel semantic features (e.g., <is glorpable>)
with objects may have produced different results.

The use of a visual matching task implies that semantic
associations stored in the LIF may be accessed somewhat
automatically during visual processing. That is, whereas
our results do not guarantee that semantic associations
would be obligatorily retrieved under any test condition,
they reveal that they are retrieved under conditions that
are typical of a visual task used to study early stages of
visual perception (Biederman &Gerhardstein, 1993; Ellis
& Allport, 1986; Hayward & Williams, 2000; Lawson &

Table 3
Significant clusters for SEM–NON comparison

ID mm3 X Y Z Name BA tð11Þ p<

Left hemisphere
SEM>NON
a 301 )39 35 13 L inferior frontal 46 4.29 0.001
b 754 )47 5 31 L inferior frontal 9 3.36 0.006
c 573 )53 )22 35 L post-central 2 4.25 0.001

NON>SEM
d 514 )35 )73 0 L middle occipital 19 )5.84 0.0001
e 552 )35 )73 0 L inferior temporal 37 )5.85 0.0001
f 364 )10 )91 2 L lingual 17 )4.80 0.0006

Right hemisphere
SEM>NON
a 306 17 63 )3 R medial frontal 10 4.83 0.001
b 325 8 14 39 R cingulate 32 5.34 0.0002

NON>SEM
c 364 10 )91 2 R lingual 17 )4.80 0.001
d 758 53 )22 35 R post-central 2 )5.75 0.0001
e 555 46 5 )6 R superior temporal 22 )3.75 0.003

Table 2
Significant clusters for SEM–NAM comparison

ID mm3 X Y Z Name BA tð11Þ p<

Left hemisphere
1 1171 )37 14 28 L inferior/middle frontal 9 4.69 0.0007
2 623 )52 )5 15 L inferior frontal 44 3.73 0.003
3 1346 )28 )33 39 L post-central 2 7.16 0.00002
4 2048 )26 )56 39 L precuneus 19 7.13 0.00002
5 1060 )40 )27 0 L superior temporal 22 6.94 0.00002
6 185 )46 5 )6 L superior temporal 22 4.04 0.002
7 5560 )19 24 25 L anterior cingulate 24 4.88 0.0005
8 1373 )4 14 42 L cingulate 32 4.69 0.0007

Right hemisphere
1 1880 33 )25 43 R post-central 2 5.66 0.0001
2 274 22 )54 45 R precuneus 7 5.42 0.0002
3 570 39 )31 13 R superior temporal 42 4.81 0.0005
4 846 22 )16 )1 R para-/hippocampus 5.05 0.0004
5 688 26 )69 7 R middle occipital 19 4.31 0.001
6 2613 12 17 37 R cingulate 32 6.45 0.00005
7 3002 16 41 12 R medial frontal 10 5.74 0.0001
8 751 39 44 )10 R middle frontal 10 7.30 0.00002
9 688 19 60 )8 R superior frontal 10 4.59 0.0008

Note: p-values are uncorrected for multiple comparisons; region 5 in the left hemisphere is absent from Fig. 3 because it was too deep in the sulcus,
region 5 in the right hemisphere is absent because it appeared to be almost completely in the white matter, and region 4 in the right hemisphere was
absent because this part of the hippocampus is masked as a subcortical structure.
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Humphreys, 1996; Tarr, Hayward, Williams, & Gau-
thier, 1998). This reinforces behavioral work from our
lab that found differences in performance on a visual task
between groups that were trained under different se-
mantic conditions (Gauthier et al., 2003). Together, these
results imply that the processes responsible for producing
our perceptions may not be completely encapsulated
from other cognitive processes (Pylyshyn, 1999). Thus,
caution should be used when distinguishing between low-
level perceptual abilities and high-level cognitive abilities,
a common distinction in neuropsychology and cognitive
neuroscience (Farah, 1990; Humphreys & Riddoch,
1987; Kolb & Whishaw, 1996).

The pattern of activation evoked by semantic asso-
ciations was not restricted to regions of the inferior
frontal cortex. As described earlier, activation patterns
during tasks involving semantic generation and retrieval
also tend to activate widespread regions of the cortex.
These regions appear to be quite variable across exper-
iments, with the exception of the inferior frontal cortex.
In fact, we found some differences even between the two
groups of participants tested in this study. There are a
number of reasons why semantic processing may be
distributed across the entire cortex. One account is that
semantic information is represented in a modality-spe-
cific manner and that semantic information of different
modalities is processed in different parts of the cortex
(Barsalou, 2003; Farah & McClelland, 1991; Martin,
Ungerleider, & Haxby, 2000). Related to this is the idea
that there are brain regions that process the social
meaningfulness of visual stimuli (for review, see
Adolphs, 2001). Another theory is that semantic fea-
tures that are learned through direct sensory stimulation
may be stored differently than features that are learned
only verbally (Noppeney & Price, 2003). All of the se-
mantic features in the present experiments were learned
verbally, not by direct sensory experience, and one
benefit of using novel objects trained with new semantic
associations is that the types of features that were used
can be analyzed. According to the semantic feature type
nomenclature of Cree and McRae (2003), the features
shown in Fig. 1 were drawn from five different types:
encyclopedic (strong, friendly, fragile, nervous, noctur-
nal), tactile (cold, soft, sticky, heavy), visual, sound and
taste. Most of the features belonged to the encyclopedic
and tactile types. The present study was not designed to
investigate different theories of semantic memory,
however, some speculations may still be made. First, the
LIF activation may reflect processing of encyclopedic
features somewhat like a supramodal convergence zone
(Barsalou, 2003); the post-central (somatosensory cor-
tex) activation may reflect the processing of tactile fea-
tures. In fact, there is evidence from our laboratory that
processing of some semantic information may occur in
sensory-specific brain regions (James & Gauthier, 2003).
Second, the pattern of activation in the left hemisphere

is strikingly similar to that observed for semantic in-
formation that is learned verbally (Noppeney & Price,
2003) as compared with semantic information that is
learned through direct sensory experience. Third, acti-
vation of bilateral somatosensory, anterior cingulate
and medial frontal cortices suggest the recruitment of
brain regions involved in social cognition (Adolphs,
2001), possibly because the objects were visually bio-
logical in nature. These alternative explanations can
certainly be tested in future studies.

In the behavioral results shown in Fig. 2, there was no
significant interaction between training condition and
pre- versus post-test performance. It is possible that the
present study lacked sufficient power to show this effect,
because the sample size (N ¼ 12) was smaller than in the
behavioral demonstration, where 32 subjects were tested
(Gauthier et al., 2003). Therefore, the trend shown in
Fig. 2A is worth discussing. Namely, SEM objects
showed less enhancement in performance between the
pre- and post-tests than the NAM or NON objects. This
suggests that associating adjectives with the novel ob-
jects during training actually interfered with any visual
learning that should have occurred during the training
process. In contrast to this result, we had anticipated
that learning artificial concepts with non-overlapping
features would actually aid the most in discriminating
between the novel objects. This expectation was based
on work from our own lab showing that learning dis-
similar arbitrary concepts benefits you relative to
learning similar artificial concepts (Gauthier et al., 2003)
and patient work suggesting that the severity of visual
naming deficits are lessened when novel objects are as-
sociated with dissimilar concepts (Dixon, Bub, & Ar-
guin, 1997, 1998). A possible explanation concerns the
random assignment of features to each artificial concept
and the arbitrary mapping of features to a particular
object. This design was important in our fMRI study for
ensuring independence of visual and other semantic
features, but semantic information may only aid visual
discrimination when semantic features are associated
with objects that display appropriate visual features.
For instance, learning that the widest YUFO was
<heavy> could help discriminate it better, whereas
learning that the slimmest YUFO was <heavy> may
have actually hindered discrimination. Associated peo-
ple names did not apparently lead to similar interfer-
ence, even though the associated names were arbitrarily
assigned. Presumably, names carry little associated se-
mantic information and therefore can be assigned arbi-
trarily with no repercussion. These speculations are only
based on trends in our behavioral data and it is clear
that they could be directly investigated in future studies
where the mapping between visual and semantic infor-
mation would be systematically manipulated.

There are three alternative accounts for our inferior
frontal cortex activation that need to be addressed.
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First, the inferior frontal cortex has been implicated in
memory retrieval of labels. Therefore, the pattern of
results may imply that memory retrieval was more de-
manding for the SEM than the NAM condition. The
SEM and NAM conditions were equated in terms of
name labels; both conditions required the learning of
proper names. It is possible, however, that the semantic
features were also treated as labels. The fact that reac-
tion times were under 1 s suggests that a labourious
search for labels was not occurring. Furthermore, data
from our previous study (Gauthier et al., 2003) showed
that behavioral changes were resistant to verbal working
memory manipulations, suggesting again that retrieval
of labels was not used. Second, the difference in acti-
vation between the SEM and NAM conditions could
have been due to overlearning of the NAM objects. This
could have been the case had we only run Group 1,
however, the inclusion of Group 2 showed that making
the NAM training more difficult had no effect on the
pattern of activation. Third, the different patterns of
activation between SEM and NAM objects may not
have been due to the creation of associations between
verbal semantic information and visual features of ob-
jects. Alternatively, the pairing of semantic features with
the objects during training may have directed attention
to different visual features than the pairing of names
with the objects. Differences in the allocation of atten-
tion during training may have given rise to different vi-
sual representations. Differences in representation may
have been reflected in the different patterns of activa-
tion. There is a good reason to believe, however, that
this was not the case; there was little difference in the
pattern of activation in ventral temporal and occipital
cortices. These regions are thought to be involved in the
visual representation of objects (Grill-Spector et al.,
2001; James, Humphrey, Gati, Menon, & Goodale,
2000; Kanwisher et al., 1996; Malach et al., 1995),
whereas there is little evidence for the involvement of the
inferior frontal cortex.

In conclusion, we have shown that visual processing
of novel objects associated with arbitrary semantic in-
formation leads to activity in brain regions that have
been implicated in the processing of semantic knowl-
edge. Specifically, the inferior frontal cortex produced
more activation for objects trained with semantics than
those trained with proper names. Access to these se-
mantic associations appeared to be involuntary, because
recall of the associations was not necessary to perform
the visual-matching task that we used. Semantic infor-
mation about common objects is usually built up over a
lifetime of experiences. In our experiment, semantic as-
sociations were developed in less than two hours in
sessions spanning only a few days, yet these associations
appeared to be of sufficient strength to activate a net-
work of semantic processing regions that is normally
activated by common objects. Finally, associating arbi-

trary semantic information with novel objects promises
to provide new insights into the neural substrates of
semantic memory without the natural confounds asso-
ciated with using common objects.
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